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List of variables (m index for the metal, i index for the insulating coating) 

 

fr Repetition frequency, kHz 

v          Scanning speed, mm/s 

Pw Average power, W 

Sp Spot laser diameter, µm 

ρ Density, kg/m 

f Frequency, Hz 

τ Pulse width, ns; fs 

Iୡ  Confidence interval 

 ௣௨௟௦௘ Pulse Energy, Jܧ

݁௣௨௟௦௘ Pulse Energy density or laser fluence, J/cm2      

݁௖௨௠ Cumulative energy density, J/cm2 

N Number of pulses on any single spot 

Npass Number of laser line passes 
෠࣪  Peak power density, W/cm2                                                                                                                          

r Radius of the laser spot, 25 µm  

t Time, s 

σ  Electrical conductivity (FeSi), 2e6  1/(Ω.m) 

ϑ Number between 0 and 1 

C Heat capacitance per unit surface, 713 J/(K.m2)  

Cpv,m Volume heat capacity of the metal, 3.39e6 J/(K. m3)   

q Laser heat flux per unit surface, W/m2   

G Thermal conductance per unit surface, W/(K.m2) 

H Convection heat transfer per unit surface, 10 W/(K.m2) 

λm Thermal conductivity of silicon iron, 25 W/K.m 

λi Thermal conductivity of the insulating coating, 0.1 W/K.m 

αλ,T Metal conductivity constant –0.00075. 

em Thickness of the metal 

ei Thickness of the coating 

dl Thermal diffusion length, m 

σth Thermal stress, Pa  

αm Thermal expansion coefficient of SiFe, 1.19e-5 s.u. 

αi Thermal expansion coefficient of the insulating coating, 2e-5 s.u. 

khaz  Constant equal to 24 
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A0 Laser absorption coefficient 

αλ,T Metal conductivity constant, –0.00075 

σ୲୦ Thermal stress, Pa 

E Young modulus, 2e11  Pa 

eth Threshold fluence for ablation, 0.5 J/cm2 

HAZ Heat affected zone, µm 

p Groove depth, µm 

α Optical penetration depth 

ΔHfe Specific heat of evaporation of the metal 6.362e6 J/Kg 

ΔHfm  Melting enthalpy of the metal 0.18e6 J/Kg 

ΔHfm  Melting enthalpy of the Coating 0.012e6 J/Kg 

Te Electron temperature, K  

Pr Pressure, kbar 

LP Long pulse 

SP Short pulse 

USP Ultra short pulse 
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A) State of the Art 
I. Magnetic Domain Structure in Soft Magnetic Materials 

Magnetic materials are divided into two classes: soft magnetic and hard magnetic 
materials. Soft magnetic materials can be magnetized with weak magnetic fields. Their use 
in electrical machines is to channel the magnetic flux. While, hard magnetic materials retain 
their initial magnetized state under high magnetic field. They are used in electrical 
machines as a source of magnetic field. They also differ in their coercivity, i.e. the amount 
of external reverse magnetic field that must be applied to demagnetize a material after 
saturation. Soft materials have a low coercivity while hard magnetic materials have a much 
higher coercivity[1], [2]. 

The importance of soft magnetic materials is their ability to be magnetized and 
demagnetized easily under an applied magnetic field. Indeed, at the macroscopic scale, 
the spontaneous magnetization observed at the microscopic scale cannot be observed. The 
Weiss's theory [3] explains the existence of a demagnetized state and that a ferromagnetic 
material is divided into several domains called Weiss domains. Along these domains the 
magnetization is uniform and oriented in the same direction for each domain, but differs 
from one domain to another. These domains are separated by walls (Figure 1). 

 

 

Figure 1  Schematic of a Domain Wall Between Two Magnetic Domains. 

The main energy contributions responsible for the distribution domains and walls within 
the magnetic structure are: 

-  The magnetic exchange energy is microscopic energy resulting from the interaction 
between the electron clouds of two neighboring atoms. This exchange energy tends to 
align the microscopic magnetic moments of each atom in the same direction [3]. 

- The magnetocrystalline anisotropy comes from the distribution of atoms in the crystal 
lattice that sets the directions of minimum energies for magnetization. The directions 
corresponding to minimum energies are called easy magnetization axes and those 
corresponding to maximum energies are the so-called difficult magnetization axes. The 
magneto-crystalline anisotropy between the crystals enforces the magnetization to follow 
the easy magnetization axes. 

- The magnetostatic stray-field energy (demagnetizing energy) tends to always close the 
magnetic flux ensuring its divergence-free condition. It is related to the formation of 
magnetic charges at some defects, inclusions, grooves, on the surface and at the edges of 
the sample, which causes a demagnetizing field. In macroscopic materials, it enforces the 
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magnetization to be tangential to the surface of the material, thus reducing the creation of 
magnetic poles. 

- The magnetoelastic and magnetostriction energy: Within the crystal structure, the 
distance between each atom is naturally regulated according to a state of equilibrium of 
electron pool between the atoms that are physically the closest as possible to each other. 
Magnetoelastic energy is the mechanical energy required by the material to change the 
electron pool. Mechanical stress can change significantly the distance between the atoms 
and thus the electron pool, resulting in a change of the energy state and the anisotropy 
called stress induced anisotropy. The magnetization in each domain leads to a distortion 
of the electron pool and thus can also change the distance between the atoms, resulting 
in a strain called magnetostriction equivalent to stress that also changes the energy state 
and the anisotropy. Both the stray field energy and the stress induced anisotropy contribute 
to the creation of closure domains with various orientations at some defects, inclusions, 
grooves, at borders, on the surface, and at the edges of the sample. 

 

 

Figure 2  Formation of Domains Reduces the Stray Field (from Left to Right, the Demagnetization 
Energy is Reduced by the Formation of Domains)[4]. 

The structure and size of the magnetic domains in a material is naturally distributed in a 
way that minimizes all these energies (Figure 2). 

The magnetisation processes are dominated by walls displacements first and then 
magnetisation rotations under the action of an external magnetic field (Figure 3). Thus, 
the magnetic domain structure influences the macroscopic behavior of the material and its 
magnetization processes and then its hysteresis loop. The hysteresis cycle is the response 
curve of magnetic materials, through which they keep the memory of all their previous 
magnetization states via the elementary domains. The hysteresis cycle of a ferromagnetic 
material depends on the walls density and mobility, which is itself a function of the 
magnetic energies and the applied field. 



 

13 
 

 

Figure 3  Magnetisation Process and Hysteresis Cycle Showing an Example of Variation in the 
Domains Structure as a Function of the Applied Field [4]. 

 

II. Magnetic Domain Refinement by Laser Treatment 

Grain-oriented steels are formed by grains of large sizes, resulting in large magnetic 
domains. These domains produce losses resulting from the motion of the domain's wall 
under an applied alternating field. Losses are proportional to the number of walls but also 
their speed at the power of two. Thus, the domain refinement minimizes the speed and 
displacement of walls necessary to achieve the same magnetic state and therefore less 
energy is lost. The first studies on domain refinement were carried out using a mechanical 
scratching method to reduce energy losses in electrical steels. Researchers, therefore, 
sought to save energy and studied different domain refinement techniques (mechanical 
scratching [5], plasma irradiation [6], spark ablation [7], and laser surface treatment) to 
understand their influence on energy losses. 

Among these techniques, surface laser treatment is an elegant non-contact method that 
gives good results for 180° domain refinement and then for core loss reduction [8]. Let's 
start by understanding the relationship between laser treatment and loss reduction (Figure 
4). During the laser irradiation process, the energy received by the sample is used to heat 
the surface thus generating thermal-induced stresses that can change the energy state of 
the magnetic domains, especially affecting the magnetoelastic energy. Thus, to minimize 
their energies, some misoriented closure domains can be generated and at the same time, 
the domains are refined. The thermal induced stress and misoriented closure domains 
around the laser spots may have an impact on the quasi-static hysteresis losses and the 
main domains refinement contributes to the dynamic losses reduction[9]. In the case of 
etching a material with small grooves, two phenomena can occur: the presence of a groove 
approaches the magnetic poles and changes the energy state of the domains so that they 
must be refined to minimize their energies. On the other hand, a groove is a surface defect 
that can in a favorable case (i.e. with no heat affected zone) create well-oriented closure 
domains (“spike-like” domains, see chapter 4) and thus nucleation centers of walls with 
enhanced mobility which facilitates the process of magnetization and de-magnetization in 
the frequency domain, thus reducing the dynamic losses. However, the difficulty to cancel 
the magnetic poles thanks to misoriented closure domains in this case can be a drawback 
at a high induction level for the permeability. Nevertheless, it might stay an advantage in 
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terms of magnetic induced strain through the magnetostriction effect (reference thèse de 
Elias Salloum). In any case, there must be a limitation for both the thermal stress induced 
and the groove depth and width, that may become detrimental to the power losses rather 
than beneficial. This work aims to analyze in detail these differences between laser 
parameters and conditions that lead to either heating or engravement processes and to 
find the limitations and the optimal conditions for each. 

 

 

Figure 4  Diagram showing the different impacts of a laser treatment on the domain structure and 
loss. 

In order to select the first appropriate laser parameters leading to improved magnetic 
properties, we based our investigations on previous researches presenting parametric 
studies on the magnetic structure and losses as a function of laser energetic quantities. 

Laser’s pulse mode: 

Petryshynets et al.[10] showed an improvement of 16% (maximum value) at induction 
level 1.5 T for frequency 50 Hz for grain-oriented Fe-3%Si steel (a sheet of 30mm width, 
80mm length, and 0,28mm thickness) scribed by a fiber laser in pulse regime while the 
continuous regime gives a better improvement (38% maximum value) for the same scribe 
lines distances (for line distance 4 mm). Noting that the power density of the laser beam 
in case of the continuous regime was in the range from 12W up to 30W with a step of 6W, 
the laser beam spot size was 30μm and the scan speed was 100mm/s. For the pulse mode, 
the input power of the laser beam varied from 30 W to 240 W with a pulse duration of 
100μs and 100Hz frequency. The distance between the neighboring spots was 0.3mm. 

In a comparison between the use of a continuous CO2 laser and the use of a pulsed fiber 
laser for scribing grain-oriented electrical steel (sheet dimensions 300mm × 30mm × 0.3 
mm), Rauscher et al.[11] found the reduction in core loss for the sample treated with 
pulsed fiber laser (14.5% mean value) higher than for that treated with continuous CO2 
laser (12.5% mean value) for the same line spacing. Also, using an Nd-YAG laser set to Q-
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mode, Huang et al.[12] verified a reduction rate of 13.12% in core loss for grain-oriented 
silicon steel (30Q130, thickness 0.3mm) for optimized laser conditions (a combination of 
pulse energy of 2.52 mJ, small spot spacing of 0.22 mm, and line spacing of 3.03 mm).  

Therefore, Ponnaluri et al.[13] demonstrated that the use of an excimer laser scribing 
process gives beneficial effects in reducing core loss more than the use of Nd-YAG or CO2 
lasers. They was able to achieve a maximum core loss reduction of 26% for grain-oriented 
silicon steel (M-4 of thickness 0.3mm) scribed by the excimer laser (energy = 64 mJ, 
repetition rate =50 Hz, spot size =1.2mm×0.7mm, which is very large). However, the use 
of an excimer laser is not favorable due to his multimode aspect also the profile and the 
beam energy of this type of lasers are usually inhomogeneous so it makes it hard to been 
correctly focalized. 

Pulse Energy and Energy rate: 

Iuchi et al.[8] studied the optimum value of the pulse energy of their irradiation laser for 
a better reduction in core loss. So, they figure out an experimental relation between the 
energy pulse and the reduction of core loss by the expression: 

∆W =  ୡభ୳
ଵାୡమ୳ 

 - cଷu, where cଵ, cଶ and cଷ are constants, ∆W is the reduction of core loss, and u 

the energy irradiated per unit surface. The optimum condition for u was between 0.2 and 
0.3 J/cm2 with a reduction in core loss of more than 10%.                                                                       

By comparing two laser sources used on grain-oriented electrical steel, Rauscher et al.[11] 
found a non-significant improvement (3%) of core loss at low laser pulse energy per length 
( E<4 J/m) as well as at a high energy ( E>50 J/m) for both CO2 laser and fiber laser 
source.    On the contrary, the core loss was reduced by 12.5% (mean value) for the sheet 
treated by the CO2 laser and 14.5% (mean value) for the other within the optimal energy 
E (5 J/m<E<45 J/m). A maximum value of the reduction in core loss was achieved for an 
energy E=13 J/m and E= 9 J/m respectively for the CO2 laser and the fiber laser.  

Huang et al.[12] showed an increasing rate of core loss reduction (sheet thickness 0.3 
mm) with the increase of pulse energy and they achieved a maximum reduction rate of 13 
% for a pulse energy that equals 2.52 mJ (at optimum conditions of an Nd-YAG laser Q-
mode: 0.22 mm spot spacing and 3.03 mm line spacing). 

New research was done by Puchy et al.[14] on a sample of Fe 3.2Si grain-oriented electrical 
steel (dimensions 30 mm ×10 mm×0.35 mm) treated by a fiber pulsed laser with a 
wavelength of 1064 nm where the scan direction was oriented perpendicularly to the rolling 
direction. It shows the effects of the laser treatment at the microscale (magnetic domain 
width) and the macroscale (coercivity) on the sample magnetic structure. In the process 
of laser-scribing, they used different numbers of pulses (1, 5, 10, 50, and 100 pulses) and 
for each number of pulses, they varied the single pulse energy. They showed that the 
increase of the single energy pulse for the same number of pulses increases the magnetic 
domain width as well as for the coercivity. So, the lowest pulse energy used (0.6 mJ) was 
the optimum energy for decreasing the magnetic domain width and coercivity then for 
decreasing the core loss. Also, they examined the effect of increasing the number of pulses 
on the sample for the same single pulse energy, for a single pulse the surface engravement 
is negligible while for 100 pulses and 100 modulated pulses laser regime a significant 
surface engravement occurs. At the macroscale, for the same single pulse energy the 
coercivity Hc decreased by increasing the pulse numbers from single pulse to 5 pulses with 
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an optimum value of Hc = 0.035 A/cm for a single pulse energy of 0.6 mJ (coercivity before 
laser-scribing was 0.057 A/cm), but then the increase of the pulse numbers increased the 
coercivity. 
In the like manner, at the microscale, the magnetic domain width decreased by increasing 
the number of pulses to 5 pulses and 10 pulses with an optimum value of 15±1.9 μm at 
for a single pulse energy of 0.6 mJ (magnetic domain width before laser-scribing was 
45±4.2 μm), but when they increased the number of pulses the decrease in domain width 
becomes less significant. 

Lines Spacing: 

Besides their study on the influence of pulse energy, Huang et al.[12] examined the 
suitable value of the lines spacing scribed with the Nd-YAG laser process for a maximum 
core loss reduction in grain-oriented silicon steel (30Q130 sheet thickness 0.3 mm). They 
found that increasing too much the lines spacing leads to more core loss and they selected 
a spacing of 3.03 mm (pulse energy of 2.52 mJ and spot spacing of 0.22 mm) as an 
optimum value for the reduction of core losses, i.e. 13 %.  

Furthermore, Petryshynets et al.[10] studied the effect of laser-scribing with a fiber laser 
in continuous mode on magnetic properties of grain-oriented steel. So, they showed a 
deterioration of coercivity for the sample scribed by the laser with a scribing spacing of 3 
mm and that is due to the high intensity of thermal stress on the sample. By increasing 
the lines spacing the coercivity decrease, the lowest value of coercivity was reached for a 
lines spacing of 7.5 mm and a laser power beam of 24 W. In the same paper, they showed 
the effect of the laser scribing for these optimal conditions on the refinement of magnetic 
domains and the texture of the sample: They presented a formation of complex domain 
structures in the vicinity of the laser lines and it can be assumed that the disturbance of 
domains took place around the heat affected zone. On the other hand, the sharpness of 
the Goss texture of the sample wasn’t significantly affected by the laser-scribing because 
the laser beam power of 24 W induces a slight variation of the substructure parameters on 
the surface so the texture of the sample was unchanged. 

Scribing Direction: 

The scribing of a sample could be realized either in the longitudinal direction it means in 
the rolling direction of the manufactured sample or the transversal direction it means 
perpendicularly to the rolling direction. Ponnaluri et al.[13] examined the effect of each 
scribing direction of a grain-oriented silicon steel sheet on the reduction of core loss.  

So, they found that the scribing in the transversal direction improves the core loss much 
better than in the longitudinal direction. Also, Kajiwara and Enokizono[15] conclude the 
same result that the iron loss decreases with using a scribing in the longitudinal direction 
but this reduction is higher in the case of transversal direction. Much more they tested the 
effect of the scribing in both directions and they found a better improvement in iron loss 
up to 12.9%. The transverse direction of scribing creates better refinement in domain 
structures than that in the longitudinal direction. 

In order to investigate the influence of laser scribing on static, dynamic, high and low loss 
component of laser scribed electrical steel, Weidenfeller and Anhalt[16] were based on the 
theoretical formula of loss that relates the dynamic losses with the classical losses (eddy 
currents) with an anomaly factor η dependent on the frequency Pୢ ୷୬(f) = η (f) Pୡ୪(f).  
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They tested the effect of laser scribing on the behavior of the anomaly factor as a function 
of frequency for different laser beam intensities: for the high-intensity anomaly factor η(f) 
increases, which increases the dynamic losses generated by the domain wall motion. Then, 
as they reduce the laser intensity, the anomaly factor decreases for frequencies between 
1 and 100 Hz, but then increases for a higher frequency. In addition, they showed that 
high induction losses that represent the annihilation-recreation of the domain wall and the 
rotation of magnetic moments were increased by laser scribing while low induction losses 
that represent the mobility of the domain wall were decreased after laser scribing at low 
intensity. Thus, the reduction of total power losses can be achieved when the increase in 
high induction losses is negligible compared to the decrease in low induction losses. 

 

III.  Scalar Models of Magnetic Behavior and Losses 

To analyze the magnetization and iron loss behavior in grain-oriented silicon steel, it is 
very useful to understand some hysteresis and loss models. In this paragraph, we will 
focus on the magnetic parameters defined in the different models to correlate them with 
the magnetic structures. It will then be proposed to study the relationship between these 
magnetic structures and the conditions of laser treatments with the aim to optimize laser 
parameters in a way to control the parameters of the magnetic structure responsible for 
the iron losses. 

(i) Models for Prediction of Losses 

Steinmetz [17] considered the core loss as sum of two components: hysteresis loss and 
eddy current loss. The total loss is given by an empirical formula: 

Equation 1                                                   ௧ܲ௢௧= ݇௛ .f. ܤ୬   +  ݇௖ . ݂ଶ. ܤଶ   
   

where n is the exponent of the flux density for the hysteresis loss that is dependent on the 
type of material and kc is the eddy current loss coefficient proportional to the electrical 
conductivity σ and the rolling thickness e and inversely proportional to the material density 
 :according to the following relationship ߩ

Equation 2                                                     ݇௖ =  ௘మ గమఙ
଺ ఘ

  

This model was limited because it only handles sinusoidal flux waveforms. Subsequently, 
many modifications were proposed for the Steinmetz model to overcome the various 
limitations[18][20]. For several years, the Steinmetz equation and its modifications have 
been used as good examples for iron loss prediction, but these equations do not take into 
account the domains structure and its parameters. Thus, it is not able to provide a 
relationship between the macro-scale parameters and the magnetic structure using this 
model. 

Bertotti[21] has proposed a loss model which is commonly used nowadays, based on the 
separation of the total iron losses per unit mass P [W/kg] into three categories: hysteresis 
losses (static losses), eddy current losses (classical losses), and excess losses as follows: 

Equation 3              P [W/kg] = ܲ(௛௬௦௧) + ܲ(௖௟௔௦௦) + ܲ(௘௫௖) = ݇௛ f ܤ௠
ଶ  + ݇௖ ݂ଶ ܤ௠

ଶ  + ݇௘ ݂ଵ.ହ ܤ௠
ଵ.ହ 
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The hysteresis loss coefficient kh is linked to the coercive field Hc, mainly dependent on the 
volume density of defects that pin the walls, including for example the number of 
dislocations per grains nd and the volume density of grain boundaries inversely proportional 
to the grains’ average volume VG. However, the original Bertotti loss model contains and 
excess static contribution that depends on the magnetic flux density ܤ෨ through n0 the 
limiting number of magnetic objects that are active when the frequency tends to zero.  

Equation 4                                         ݇௛
ଵ
ఘ

ଵ
|஻෨|మ ቀ௡೏ఌ೛

௏ಸ
− 2݊଴ ଴ܸหܤ෨หቁ    

Where ߩ is the mass density, V0 is an intrinsic magnetic field related to the microstructure 
of the material, p is the average energy of pinning centers (grains boundaries, dislocations 
…). n0 and V0 are closely dependent on ௡೏

௏ಸ
 ௣, even if it is difficult to express theߝ ݀݊ܽ

relationship. 

The classical loss coefficient kc is related to the classical eddy currents occurring within the 
thickness of the steel sheet. It can be approximated by calculation using the Equation 2. 

Bertotti has developed a statistical model for the interpretation of eddy current losses[22] 
which are due to the so called reversal mechanisms of microscopic magnetic objects (MO): 
the characteristic groups of active walls grouped by the effect of internal correlation of 
fields between the walls. Resultantly, he considered the structure of the domains with 
number n෤ which counts independent statistical magnetic objects. Moreover, for grains-
oriented silicon steel, as in our case, only Bloch walls were considered as MO. 

The excess loss coefficient ke is due to magnetization reversal processes and associated 
with microscopic eddy currents around active magnetic objects [1], [22]. The equation of 
the excess loss component is the following: 

Equation 5                                         ௉೐ೣ೎

௙
= 8 ∙ ஻೘

ఘ
 ቀඥߪ ∙ ܩ ∙ ܵ ∙ ଴ܸ ∙ ௠ܤ ∙ ݂ ቁ   

Where, V0 is still the intrinsic magnetic field related to the microstructure of the material, 
G is the coefficient of friction between the magnetic domains taken as a constant equal to 
0.1357 [n.u.] for the GO SiFe magnetic structure. S=we is the cross-sectional area of the 
magnetic sheet, i.e. w is the width and e the thickness. 

 

(ii) Models of Static Hysteresis 

The Jiles-Atherton model[23] is a static hysteresis model based on the physical behavior 
of magnetic materials, in particular on the energetic considerations in connection with the 
displacement and deformation of the Bloch walls. The total magnetization is regarded as 
two contributions: the reversible component ܯ௥௘௩ due to domain wall bending and the 
irreversible component ܯ௜௥௥ due to the displacement of the walls. 

Equation 6                                               M = ܯ௥௘௩ +  ܯ௜௥௥    
  

The reversible magnetization can be written as a function of the anhysteretic magnetization 
  :௔௡௛ by the expressionܯ

Equation 7                                              ܯ௥௘௩ = c (ܯ௔௡௛ −  ܯ௜௥௥)   
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Equation 8                                         ܯ௔௡௛ (ܪ௘) = ܯ௦ . ܮ ቀு೐
௔

ቁ               

where ܯ௦ represents the saturation magnetization, ܪ௘ the effective field: He = H + α ∙ Manh  
and ܮ ቀு೐

௔
ቁ the Langevin equation. The variation of the irreversible magnetization is then 

given by the following equation: 

Equation 9                                                    ௗெ೔ೝೝ
ௗு೐

 = (ெೌ೙೓ ି  ெ೔ೝೝ)
௞ఋ

   

    

with δ which symbolizes a coefficient of value +1/-1 depending on the 
increasing/decreasing evolution of the field. Finally, the variation of the total magnetization 
is expressed by the differential equation: 

Equation 10                                             ௗெ
ௗு

  = 
(ଵି௖)೏ಾ೔ೝೝ

೏ಹ೐
ା௖೏ಾೌ೙೓

೏ಹ೐

ଵିఈ௖೏ಾೌ೙೓
೏ಹ೐

ିఈ(ଵି௖)
೏ಾ೔ೝೝ

೏ಹ೐

    

To use this hysteresis model, 5 parameters, among which some are directly related to the 
microstructures, should be determined: 
α: mean-field parameter representing interdomain coupling, affects the remanence 
magnetization. 
Ms: saturation magnetization of the material. 
a: parameter related to the temperature:  a = ୩ా୘

୑౩ஜబ
, affects the shape of the loop. 

c: coefficient representing the rate of domain wall bending, affects the initial 
magnetization. 
k: parameter representing the static mobility of the walls (related to the number of pinning 
sites), affect the width and slope of the loop (coercive field and the remanence 
magnetization). 
The coercivity is determined by the amount of pinning centers, and hence by the parameter 
k. For this reason, the definition of this pinning parameter in units of A.݉ିଵ is preferred 
since the pinning force acts like a field opposing the prevailing magnetic field H.                                                                                                                   

Jiles proposed a numerical method [24] for the determination of these parameters 
calculated from the experimental measurements of coercivity, remanence, saturation 
magnetization, initial anhysteretic susceptibility, initial normal susceptibility, and 
maximum differential susceptibility.  

The researchers attempted to understand the influence of the microstructure on the 
parameters of Jiles-Atherton's model, they observed that a change in grain size (ϕ) or 
dislocation density (ζௗ)corresponds to a variation in the parameters k and a is ought to 
vary linearly with ଵ

ம
 and must both be proportional to ඥζௗ. The other parameters ܯ௦, ௝ܿand 

  .௝ are compelled to remain constantߙ
The reason why parameter k is considered as a parameter dependent on grain size and 
dislocation density is that k is proportional to the coercivity Hc, and the coercivity depends 
predominantly on grain size and dislocation density. Also, as for parameter a, which should 
be a material constant, it is dependent on the microstructure[25]. According to the 
literature, it must be proportional to the domain density in the demagnetized state which 
in turn must be proportional to the density of the binding site. Finally, all these binding 
sites are successively proportional to k. This dependence is indicated by the following 
relationship: 
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Equation 11                                           ௝݇ = ௝݇଴(ܩଵ+ ீమ
ம
)ඥζௗ    

  

Equation 12                                            ௝ܽ = ௝ܽ଴(ܩଵ+ ீమ
ம
)ඥζௗ     

   

were ܩଵ and ܩଶ are constants, ௝݇଴ and ௝ܽ଴ are constants chosen in a way that ௝݇ and ௝ܽ vary 
over a range that realistically corresponds to fits to known steels[25]. 

 

(iii) Models of Dynamic Hysteresis 

The LS model is based on the work of T. Chevalier and A. Kedous-Lebouc[26], it models 
the dynamic behavior which strictly demands the knowledge of the surface response after 
a considerable number of measurements; it is based on three parameters to represent the 
magnetic behavior of the sheet: the induction peak, the instantaneous value of the 
induction, and its speed of evolution over time. The measurements allow to build or draw 
a surface H(Bm, B, dB/dt) under triangular induction with different magnitudes, knowing 
the pair of values (B, dB/dt) it is possible to build the B(H) cycle. The next step has been 
a thorough analysis of the dynamic phenomena which gives a physical interpretation for 
the expression of the variation of the dynamic magnetic field. Therefore, the hysteresis 
cycle is reconstructed by distinguishing a static and a dynamic contribution of the magnetic 
field as indicated in the expression: 

Equation 13                                 H(B,ௗ஻
ௗ௧

 ) = Hstat (B,historical) + Hdyn (B,ௗ஻
ௗ௧

) 

  

where Hdyn is an analytical function, approached by portions of polynomials, and it is 
dependent on  ୢ୆

ୢ୲
 and B, then the energy loss per unit volume and per cycle ℰ= ߩP/f is 

obtained by a simple integration in the volume during one hysteresis cycle: 

Equation 14                                     ℰ[ࡶ. [૜ି࢓ = ∫ ∭ ࢋ࢒ࢉ࢟ࢉࢋ࢓࢛࢒࢕࢜ܤ݀ ܪ  

      

The comparison between the calculated hysteresis loops and the measured loops gives a 
good agreement. Also, due to its significance, this model has been implemented in the 
2D/3D post-processing code of the FLUX finite element calculation for some types of 
ferromagnetic materials. However, no separation of the dynamic contributions was carried 
out. Necessarily, these dynamic contributions involve the classical losses caused by 
macroscopic eddy currents and the excess losses due to microscopic local eddy currents 
which are generated by both, the structure of the magnetic domains in the material and 
the Bloch walls displacements. 

In the dynamic LS model, the coefficients of the polynomial function used for the dynamic 
magnetic field are not easily and physically related to the microscopic magnetic structure. 
Some microscopic parameters such as grain size, sheet thickness, and domains, are very 
crucial because they must be related to the laser marking parameters to control the 
microstructure. 
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Raulet and Masson[27] have proposed a behavioral model of the dynamic properties of 
magnetic materials called DSF (Dynamic Static Feedback Model). They introduced a 
dynamic parameter γ linked to the geometry of the sheet on one hand, and the conductive 
dynamic properties of the magnetic material on the other hand. The dynamic field is 
expressed by the following equation: 

Equation 15                                        ܪௗ௬௡ =  ܪ௦௧௔௧(ܤ௠) + γ ∙ ௗ஻೘
ௗ௧

   

   

Subsequently, Raulet improved a DWM "Diffusion & Wall Motion" magnetic diffusion model 
[28]. The idea of the DWM model is to replace the static characteristic of the material in 
the classical magnetic diffusion model with a dynamic parameter that takes into account 
the dynamic effects due to the domain walls motion. The expression of the magnetic field 
is similar to the DSF model but the dynamic parameter β of the DWM model is related to 
the structure of the magnetic domains and the walls motion. The dynamic behavioral law 
of the material is expressed by the following equation: 

Equation 16                                      డ஻(௬,௧)
డ௧

 = ଵ
ఉ
 [H(ݕ, ,ݕ)ܤ)௦௧௔௧ܪ − (ݐ   [((ݐ

   

where the dynamic parameter β is identified with a single dynamic characteristic B(H) 
performed under experimental conditions. As a consequence, this material law represents 
a statistical behavior of the wall motion and considers it as isotropic and characteristic of 
the material. 

To correlate the macroscopic measurements with the microscopic observations, we used 
the dynamic hysteresis model developed by Maloberti [29] which led to the expression of 
two important observables: the dynamic contribution of power loss and the apparent 
permeability as a function of two intrinsic properties: a dynamic magnetization property, 
called , which comprises parameters related to the microscopic magnetic structures with 
domains and walls and the magnetization reversal mechanisms and an internal static 
permeability, called µ. The law of magnetic behavior used includes a static component 
related to the an-hysteresis loop. Accordingly, this term is represented by µ which is the 
internal static permeability (ܪ௦ =  µିଵܤ). The dynamic component is represented by Λ the 
dynamic magnetization property. The static hysteresis is not taken into account in this 
model but it is possible to add a static hysteresis contribution to the static magnetic field 
Hs and the corresponding losses (like in the loss model of Bertotti): 

Equation 17                                         ܪ = ௦ܪ   +                                                                    ܤଶ߲௧߉ ߪ 

Equation 18                                         ߉ =  ට ଵ
ଶఙణ௃ೞ௡ഘ௠ഘௌഘ

                                                                    

where ܬ௦ is the saturation magnetic polarization, ߴ is the number between 0 and 1 
(depending on the polarization direction inside domains), and lambda (Λ)the unit of length 
(meter) which represents a structural dynamic property summarizing the parameters of 
the domain wall structure (ݏఠ, ݉ఠ ,݊ఠ): ݏఠ is the walls surface, ݉ఠ is the walls mobility and 
݊ఠ is the volume density of walls. 
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The calculation of the field diffusion with the conductivity σ, led to the expression of the 
dynamic power loss per unit mass ( ௠ܲ௙) as a function of this dynamic magnetization 
property with the following equation: 

Equation 19                           ௠ܲ௙(߉, ߱) =  ఠక஻೘ೌೣ
మ

ସµఘ
ቀ ୡ୭ୱ୦(௘௞శ)ାୡ୭ୱ(௘௞ష)

௦௜௡௛మ(௘௞శ)ା௦௜௡మ(௘௞ష)
ቁ                                                        

ଶµ߱݇ା߉ߪ) ×                                                                                   +                    ℎ(݁݇ା)݊݅ݏ (ି݇
  

 (ି݇݁)݊݅ݏ (ଶµ߱݇ି ‒ ݇ା߉ߪ) +                    

Equation 20                  ݇±(Λ, ߱) = ටଵ
ଶ

ቀ ఙµఠ
ଵା(ఙ௸మµఠ)మቁ  × ට(±߉ߪଶµ߱ + ඥ1 +  ( ଶ(ଶµ߱߉ߪ)

          

where e is the sheet thickness (in our case em = 0.23mm), ρ is the mass per unit volume 
of the material, and µ is the static internal permeability characteristic of the static magnetic 
field (ܪ௦ =  µିଵܤ) independent on the frequency ݂ =  The average magnetic induction .ߨ2/߱
within the sample cross-section is given by the equation:     

Equation 21                  〈B〉 = ଶµୌ౗
ୣ

 ୲ୟ୬୦൫(୩శ ା ୨୩ష) ୣ/ଶ൯
(ଵା୨஢ஃమµன)(୩శ ା ୨୩ష)

        where     〈B〉 = B୫ୟ୶ cos(ωt + φ)                                                   

At time   t = ି஦
ன

 :    〈B〉 = B୫ୟ୶ and H୫ୟ୶ = Hୟ cosφ               

Where Ha is the magnitude or peak value of the magnetic field applied on the sample 
surface.  In this model, both the field diffusion process and the wall's motion are taken into 
account. Therefore P includes both the losses due to macroscopic classical eddy currents 
and microscopic eddy currents around magnetic objects, but with no separation possible 
(unlike the Bertotti model but like in the L-S model). 

The apparent permeability (“amplitude permeability”)  is then expressed as:  

Equation 22                      µ௔௣௣ =  ஻೘ೌೣ
ு೘ೌೣ

=  ஻೘ೌೣ
ுೌ ௖௢௦ఝ

            

 

Based on this state of the art a distinction between laser processing impacts will be 
presented in the following. Initial adjustments of the laser parameters and pattern were 
also inspired by the work presented in the bibliography. Among the magnetic models, 
Bertotti model is considered in the following to separate the losses and understand the 
physical origins behind the changes in magnetic properties under laser treatment. 
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B) Laser Equipment and Categorization of Laser 
Treatment 

Laser treatments presented in this study were executed by MULTITEL, one of our partners 
in the ESSIAL project. For these treatments, they used two laser equipment with pulse 
durations of different orders of magnitude ranging from nanosecond to femtosecond (Table 
1). 

The nanosecond laser is a pulsed IPG ytterbium fiber laser that operates at a wavelength 
equal to 1064 nm. It delivers a maximum optical average power of 20 Watts and pulses 
energy up to 1 mJ. The laser pulse width can be changed in a range between few 
nanoseconds (short pulse SP) and hundreds of nanoseconds (long pulse LP). 

On the other hand, the Amplitude Ytterbium (USP) femtosecond laser operates at a 
wavelength equal to 1030 nm with adjustable pulse widths from 10 ps to hundreds of 
femtoseconds [34].  

For steel, an infrared wavelength of around 1 µm is recommended according to the 
absorption coefficient as a function of wavelength. At this wavelength, the absorption rate 
of ferrous metal is about 35%  [35]. 

 

 Wavelength Pulse duration 

Laser LP 1.064 µm Hundreds of Nanoseconds 

Laser SP 1.064 µm Few Nanoseconds 

Laser USP 1.03 µm Femtosecond 

 

Table 1 Laser Characteristics. 

 

I. Optical Images  

Following each laser treatment with a particular set of parameters, our partners in 
MULTITEL performed a surface analysis and characterization of the treated sample by a 
confocal microscope, type Keyence series VK-X. They visualized the topography of laser 
line engraving on the surface to measure its depth, height, and/ or relief width. 

In the first stage, we have eliminated laser configurations that deteriorate the sample. For 
instance, the ones that induce severe damage to the surface coating, significant droplet 
formation (deposits of molten metal around the edges of the laser spot), or very deep 
engravings that deform and bend the sample. Furthermore, optical images were used to 
measure the groove's depth as well as the peak and width of the relief (if any). The 
measured heat-affected zone was estimated only visually, thanks to the colorization and 
dark marks on the edges of the laser line (Figure 11). Then, the selection of laser 
configurations was updated according to the set of measurements and models carried out. 

Different laser effects were observed on the samples (engravings, thermal effects or both). 
These effects vary according to the set of parameters adjusted during the process. These 
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laser input parameters are the pulse duration, its average power, the scanning speed and 
the repetition frequency together change the shape and depth of the groove depending on 
the amount of pulse overlap (continuous line or dots). The adjustment of these combined 
parameters changes the effect of the laser spot on the sample surface (see optical images 
Figure 5, Figure 6, Figure 7) which allowed us to distinguish three different types of laser 
effect in which each configuration will be categorized: laser irradiation, laser scribing, and 
laser ablation. 

 

 

 

Figure 5 Profile Analysis of the Laser Tracing Line on the Sample Surface, an Example of Laser 
Irradiation on (a) 23M0H sample, and (b) NLCOX21 sample. 

 

- Laser Irradiation:  

Laser irradiation designates a laser process with thermal effect dominance, the effect of 
the laser is mostly thermal heating of the surface with neither coating removal nor 
significant surface deformation or degradation (less than the coating thickness (< 2 µm). 
The coating is locally heated and at a certain temperature reached, the coating can then 
be melted and redeposited on the surface. This thermal effect can lead to internal stresses 
modification. It can be achieved thanks to pulsed lasers with sufficiently long pulses 
(nanosecond). The coating is locally heated and can slightly be deformed, but it is not 
removed from the surface. As shown in Figure 5, the zone with a slight coating deformation 
representing the width of the measured heat affected zone was around 100 µm. Figure 5 
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(a) shows a relief formation between 1 and 2 µm on GO 23M0H sample under laser 
irradiation while it resulted in almost no deformation (between 1µm and −1µm) on a 
thicker sample ( NLCOX21) Figure 5 (b).    

 

- Laser Scribing:  

In this process, we have both thermal effects inducing thermal stresses and grooves 
engraved inside the material. The mark of the laser line sinks by some micrometers 
into the surface of the sample with a formation of relief edges (melted material is 
ejected from the scribing area which falls and solidifies on or around the grooves). 
Inevitably, the coating is damaged and removed locally by this process. A thin layer of 
metal particles underneath can also be melted and removed by this process. As shown 
in Figure 6 (a and b), a groove’s depth was 1.26 µm, with a relief height of less than 1 
µm for the 23M0H sample while on the NLCOX21 sample, the groove’s depth was 2.3 
µm with a relief height of less than 1.2 µm. 

 

 

Figure 6 Profile Analysis of the Laser Tracing Line on the Sample Surface, an Example of Laser 
Scribing on (a) 23M0H Sample and (b) NLCOX21 sample. 

 

 

 

- Laser Ablation:  
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The ultra-short pulse laser permits the removal of material by sublimation with a spot 
scanning without any thermal effect observation around the holes. Both the coating and 
the metal can be removed by the ablation process. As shown in Figure 7 (a), the metal 
ablation depth was 5.2 µm on the 23M0H sample, however, it was deeper on thicker sample 
NLCOX21 (9.02 µm). To increase the ablation depth, multi-pass laser processes, or reduced 
speed (overlapped pulses) could be used.  

The ultra-short pulse provides a very high peak pulse power located at the laser spot. This 
very powerful laser pulse induces a surface shock wave with a very high peak pressure. 
This contributes to the ejection of metal particles and the generation of a surface plasma 
between the metal and the laser beam. However, the energy density of the pulse must be 
higher than the ablation threshold (~ 0.3 - 3 J.cm-2)[36] for the laser pulse to engrave the 
metal by removing the particles by sublimation. 

 

 

Figure 7 Profile Analysis of the Laser Tracing Line on the Sample Surface, an Example of Laser 
Ablation on (a) 23M0H sample and (b) NLCOX21 Sample. 
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II. Laser Parameters and Energetic Quantities Calculation 

The standard roughness of the sample 23M0H is 0.75 µm with a coating thickness of 
approximately 2 µm. Laser parameters that cause a high surface relief ( >3 µm) due to 
the melting and cooling of metals, including the laser parameter below the ablation 
threshold were discarded. The sheets shouldn’t have any large deformations or reliefs once 
they are stacked to form the core of a transformer core. An example of the first parameters 
selection according to optical images is listed in Table 2 where different configurations were 
tested on the GO 23M0H sample using the nanosecond to select the set of parameters. 
The line spacing is fixed and laser lines were done in a direction perpendicular to the sheet 
rolling direction and the spot size is fixed at 50 µm.  The mean powers tested between 1 
and 10 W. The configurations giving a high relief (> 3 µm) were rejected (colored in red).  

 

 

Configurations 
Groove width 

(µm) 
Groove depth 

(µm) 
Heat Affected Zone 

(µm) 
Relief (µm) 

Conf_1 59 19 351 14.8 

Conf_2 56 2.5 488 3.1 

Conf_3 48.5 1.9 334 1.4 

Conf_4 36 1.7 138 1.5 

Conf_5 35 0.9 119 0.8 
Conf_6 0 0.9 98 0 

 

Table 2 Quantitative Results of the Impact of the Laser Parameters on the Surface, in Red the 
Eliminated Parameters are According to the Optical Images. 

For each laser processing test, a configuration is defined by a set of parameters (Figure 
8):  

- Pulse width τ 
- Average power (Pw in Watt) 
- Scanning speed (v in mm/s) 
- Spot size (Sp in µm) 
- Repetition frequency (fr in kHz)  
- Angle between the laser lines and the rolling direction of the sheet (in °) 
- Laser lines spacing (d in µm) 
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Figure 8 Schematic of the Laser Beam and Pulse Characteristics. 

To give physical meaning and reduce the number of laser parameters, we preferred to 
characterize a laser configuration in the term of energy quantities that include all these 
parameters. Thus, for each configuration, we calculated the corresponding values of the 
pulse energy (ܧ௣௨௟௦௘), the pulse energy density (݁௣௨௟௦௘), the peak power density ( ෠࣪) and the 
cumulative energy density (݁௖௨௠) which represents the amount of energy received along 
an area of the sample equal to the laser spot size taking into account the overlap, or 
equivalently the number of pulse per single spot (n) and the number of laser passes (Npass) 
using the following equations: 

 

Equation 23       Pulse Energy  ࢋ࢙࢒࢛࢖ࡱ = ࢝ࡼ 
࢘ࢌ

     [J]                                                                            

Equation 24       Pulse Energy density or laser fluence  ࢋ࢙࢒࢛࢖ࢋ =  
ࢋ࢙࢒࢛࢖ࡱ

 ૛(૛/࢖ࡿ )× ࣊
     [J/cm2]                                                                                                                            

Equation 25      Peak power density   च෡ = ࢝ࡼ 
 ૛(૛/࢖ࡿ)  ×  ࣊ × ࢘ࢌ × ࣎

   [W/cm2]                                                                                                                            

Equation 26      Number of pulses on any single spot    ࡺ =  ܚ܎ × ܘ܁ 
࢜

                                                                         

Equation 27      Cumulative energy density   ࢓࢛ࢉࢋ = ࢙࢙ࢇ࢖ࡺ  × ࡺ ×   [J/cm2]   ࢋ࢙࢒࢛࢖ࡱ

                                                                                                                                                                                                    

According to the influence of each configuration on the sample surface visualized by the 
optical images, we defined an operating area for each type of laser treatment defined by 
a range of peak power density values as a function of the energy density or the laser 
fluence.  

From the above equations, the peak power density is proportional to the fluence where the 
pulse duration is the proportionality coefficient. Hence, it is logical that irradiation is 
standardly obtained with long pulses, scribing with shorter pulses, and ablation with ultra-
short pulses. Therefore, for the same fluence, irradiation corresponds to a peak power 
lower than scribing which itself has a peak power much lower than ablation. 

These areas are presented in Figure 9. The irradiation effect corresponds to laser fluence 
lower than 2.7 J/cm2 for a peak power density up to 100 MW/cm2 or a fluence between 2.7 
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and 4 J/cm2 for a peak power between 30 and 100 MW/cm2 or a fluence higher than 4 
J/cm2 for a peak power below 25 MW/cm2. Then, the scribing effect corresponds to laser 
fluence lower than 1 J/cm2 with a peak power density higher than 100 MW/cm2 or a fluence 
higher than 2.7 J/cm2 with a peak power density above 25 MW/cm2. The limit of the 
irradiation zone is superimposed by the beginning of the scribing zone.  

The ablation fluence threshold is about ~ 0.5 J/cm2. Correspondingly, the peak power 
density of the ablation effect is greater than that of the irradiation and scribing effect by 
an order of magnitude of 4.  

The analysis and comparisons between these different energy quantities can be understood 
as follows: 

-   The peak power density determines the strength and speed of the laser impact as it is 
inversely proportional to the pulse duration and the spot size. At equal fluences, it permits 
the estimation of the degree of physical impact and phase change on the sample surface: 
the lowest peak power density corresponds to irradiation (heat-fusion effect). Gradually, 
by increasing this density, the phenomenon of scribing (fusion-evaporation effect) takes 
place. Finally, with the highest peak power density, an ablation (evaporation-sublimation 
effect) occurs. 

-   The fluence (pulse energy density) determines the amount of matter impacted and the 
phase change per pulse. At equal power densities, this allows measuring the area affected 
either by heating (case of irradiation) or by a phase change above a certain threshold (case 
of scribing and ablation) during each pulse. 

-   Lastly, the cumulative energy density represents the sum of the energies of all the 
delivered pulses at a single point taking into consideration the overlap. At equal energy 
densities, this enables counting the number of the equivalent pulses seen by each laser-
treated spot. 
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Figure 9 Irradiation, Scribing and Ablation Zones Defined by the Peak Power Density as a Function 
of the Pulse Energy Density (on the Left) and as a Function of the Pulse duration (on the Right), 
Markers Correspond to Laser Configurations Effectively Tried in the Experimental Plan. 
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C) Modeling and Correlations  
In this chapter we presented theoretical models and parameter identifications based on 
the experimental results in order to understand the physical phenomena that can lead to 
and thus explain the obtained results. 

First, to understand the influence of the surface laser treatment on the material properties, 
we have established the relationships between the laser energy parameters and its effects 
on the surface; in terms of the thermal affected zone, the groove depth, the induced 
thermal stress (nanosecond pulse duration creates significant thermal effects), and the 
plasma electron temperature and peak pressure (femtosecond pulse duration) according 
to each treatment type. We used simple models to estimate the impact of each type of 
treatment on the surface of the sheet as a function of the amount of energy delivered by 
the laser: 

- Irradiation: Induced Thermal Stress (ߪ௧௛) and thermally Heat Affected Zone (HAZ). 

- Scribing: Induced thermal stress (ߪ௧௛), Heat Affected Zone (HAZ), and groove depth (p). 

- Ablation: Groove depth (p) and electron temperature (Te) or/and peak wave pressure 
(Pr). 

These models are detailed in the first paragraph of this chapter and the evolution of each 
impact is presented as a function of the laser energy quantities. 

Secondly, to interpret the origin of the change due to the magnetic observables we used 
the Bertotti model based on loss separations. The behavior of the Bertotti coefficients under 
different laser treatment helps to explain the physical phenomena that occurred as a result 
of the laser treatment. 

Finally, the estimated impacts are used in the rest of the chapter to study their direct 
influence on the magnetic properties in order to determine optimal values that can be used 
to control and improve the effect of the laser treatment. 

 
I. Modeling the Impact of Laser Treatment on Surface Physics  

(i) Reviewing the Modeling of Laser Impacts  

Researchers considered mechanical scratching among the first techniques to refine 
magnetic domains in grain-oriented steel sheets. They demonstrated that techniques such 
as ball-point scratching induced stress on the surface of the sheet, resulting in a refinement 
of the magnetic domains due to local surface deformation [37]. They proved the existence 
of compressive stress in the vicinity of the scratch and a tensile stress perpendicular to the 
scratch line. With the same analogy, Imafuku and Suzuki [38] presented a comparison 
between the impact of a laser-irradiation and a gear-rolling on grain-oriented Fe-3% silicon 
samples. They measured the stress distribution in the sheet using the X-Ray technic. 
Besides, they measured the tensile residual stress only near the laser-irradiated line 
resulting in a magnetic domain refinement.  

This residual stress was released after annealing at 1027 K for 2 hours in a pure hydrogen 
atmosphere when the domain-refining effect vanished; the magnetic domain width 
returned to its initial value in the standard sample. In the case of gear rolled samples, they 
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observed complex states of compressive and tensile stresses in the vicinity of the groove. 
Therefore, after the same annealing, the residual stresses around the groove were released 
but the domain refinement was maintained. When we assimilate the groove effect resulting 
from laser ablation and laser scribing with the one resulting from the mechanical 
scratching, we realize that each type of laser treatment behaves uniquely on the metal 
surface. 

A shock wave model developed by Peyre and Fabbro [39] to estimate the change in a sheet 
under laser ablation illustrates that the pressure generated by the plasma in the metallic 
substrate during the laser treatment induces superficial residual stress. They assumed that 
the plasma layer formed during the ablation process induces compressive pressure and a 
shock wave resulting in local plastic deformation and a residual stress field in the localized 
volume of the sheet. The value of the pressure generated is proportional to the power 
density of the laser. Plastic deformation and the creation of dislocations in the material 
only occur if the amplitude of the primary shock wave is greater than the dynamic yield 
point called the Hugoniot limit. During the propagation of the wave, the affected volume is 
plastically strained. Post the interaction, the surrounding material induces biaxial 
compressive residual stresses in the plane parallel to the surface, which only counteracts 
the deformation if the value of the peak stress exceeds the Hugoniot limit. In addition to 
this condition, the pulse duration has to be in a few nanoseconds to allow the propagation 
of the generated wave throughout a certain depth in the material. Taking an example of 
the laser treatment with a femtosecond pulse duration, the pressure generated is quite 
high, but since the pulse duration is very short, the pressure generated should not 
propagate through any significant depth in the material.   

In their studies, Li et al.[18] revealed two types of lasers used for surface treatment: a 
continuous laser and a pulsed laser. They explained that during laser treatment a small 
amount of plastic deformation and high-density dislocation is produced in the heat-affected 
zone. Then, due to subsequent heating and cooling, the magneto-elastic energy of the 
specimen changes, and the width of the domain walls is reduced. Thus, the residual tensile 
stress produced by plastic deformation refines the domains and reduces core loss. For the 
estimation of the residual stress induced during a laser surface treatment, they first 
calculated the temperature variation as a function of the heating time by considering the 
laser as a pulsed heat source, then solved the simplified classical heat transfer equation. 
Accordingly, for ultra-short laser pulses, these models lost their validity. To describe the 
heat transfer, it is substantial to use the two-temperature model distinguishing between 
lattice temperature and electron temperature [36]. This model is explained in the 
paragraph below. 

Further, Naqavi and Yilbas[40] studied the heat transfer and stress distribution during laser 
irradiation they explained the mechanism of heating during laser irradiation. The laser 
irradiation is controlled by the process of absorption. The absorption of the laser energy 
occurs through the interaction between the lattice and the free electrons, during which the 
energy of these electrons is raised to high energy levels.  

The energy transfer from excited electrons to the lattice occurs due to successive collisions. 
The average free collision time is 10-14s. Since the duration of the interaction is short 
compared to the irradiated time, the energy transport between the electrons and the 
atomic site mesh is unbalanced.  Thus, the temperature of the electron is higher than that 
of the lattice sites. The absorbed laser energy is converted instantaneously by heating to 
the point where absorption occurs. 
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To understand the effect of surface laser treatment on the sample properties, we sought 
to first analyze the impact of laser parameters of each configuration on magnetic properties 
(loss separation), then on macroscopic magnetic observables (especially the losses and 
apparent permeability) of the sample. The best way was to start expressing laser 
parameters in terms of energy quantities and relating them to main physical effects on the 
sample: the Heat-Affected Zone (HAZ), the groove depth (p) and the induced thermal 
stress (ߪ௧௛) or peak wave pressure (Pr) for each kind of laser process [39] [18] [41]. Using 
main considerations partly found in the literature, we presented simple adjusted models to 
estimate the impact of each type of treatment on the sheet surface as a function of energy 
quantities delivered by the laser: more precisely the induced thermal stress and heat-
affected zone due to laser irradiation, the induced thermal stress and groove depth due to 
laser scribing and the groove depth, plasma maximum temperature or/and peak surface 
wave pressure due to laser ablation. Then these new physical parameters describing the 
impacts of laser pulses will be correlated to local magnetic properties presented afterwards. 

 

(ii) Irradiation Process: Estimation of the Induced Thermal Stress 
and the Heat-Affected Zone 

The laser beam forms a heat source that will locally heat up the surface of the sample and 
the temperature variation in the material will generate thermal stress, a zone is thermally 
affected with located and partial coating melting for some delivered quantities of energy. 
All values of temperature variations reached during the laser treatment depend on the 
laser setting parameters (peak power density, cumulative energy density, pulse energy, 
the scanning speed...) used during the laser process. We presented the variation of the 
thermal-induced stress, the heat-affected zone, and the affected depth and area as a 
function of the energy quantities involved during each laser irradiation and laser scribing. 
Inspired by the work of Li et al.[18], we developed a simple model estimating the local 
thermal-induced stress under a laser irradiation process. In this model, the total thermally 
conducting area in the metal is considered defined by the space between two coaxial 
cylinders with a height that equals the sheet thickness: one represents the area affected 
directly by the laser spot of radius r and the other represents the area affected by 
conductive heat transfer of radius that equals r plus the thermal diffusion length 
(considered isotropic in plane and cross-section) calculated below. 
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Figure 10 Equivalent Electrical Diagram and schema of the Thermal Model of Laser Irradiation (h         
convection heat transfer coefficient, λm thermal conductivity of silicon iron and λi thermal 
conductivity of the insulating layer). 

The variation in the metal of the spot area temperature (ΔT) is estimated by the linear 
thermal Equation 28 which is written per unit surface:     

Equation 28                                ܥ  ߲௧ܶ߂ + ଵܩ) + ܶ߂ (ଶܩ = ଴ܣ   ∙                                                              ݍ 

where C [J.K-1.m-2] is the heat capacitance per unit surface (product of the mass-specific 
heat [J.K-1.kg-1], the density of the metal [kg.m-3], and the metal thickness em [m]), q 
[W.m-2] is the laser heat flux per unit surface which corresponds to the peak power density 
of the laser pulse ( ෠࣪), G1 [W.K-1.m-2] is the thermal conductance per unit surface due to 
heat transfer by convection (between the air, the coating layer, and the metal layer, and 
G2 [W.K-1.m-2] is the thermal conductance per unit surface of the heat transfer by 
conduction between the two cylinders with a height em equal to the metal thickness; the 
internal radius equals the radius of the laser spot and the external radius equals the radius 
plus the thermal diffusion length. The laser heat flux q equals the peak power over the disc 
surface of radius r. The laser absorption coefficient used in the irradiation case is A0 equal 
to 0.35 [35]. The first values of G1 and G2 are calculated using the following equations (the 
value of G1 (order of magnitude ~ 10) is negligible compared to the value of G2 (order of 
magnitude ~ 105): 

Equation 29                                ܩଵ ≅  
௛·ቀഊ೘

೐೘
ቁ·൬
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Equation 30                                ܩଶ ≅  ଶ·ఒ೘· ௘೘
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where h is the convection heat transfer coefficient per unit surface between the surface 
and the ambient air [W.K-1.m-2], ߣ௠ is the thermal conductivity of silicon iron [W.K-1.m-1], 
λi is the thermal conductivity of the insulating coating [W.K-1.m-1], em [m] and ei [m] are 
respectively the metal and the coating thickness, and dl [m] is the thermal diffusion length 
in frequency domain determined by the following equation [42]:  

 Equation 31                                 ௗ௟ ≅  ݇௛௔௭
ඨ

ఒ೘
஼೛ೡ,೘

൘

గ · ௙௥
                                                                    

where khaz is a fixed constant equal to 24 (coefficient adjusted empirically to maintain 
consistency for the groove depth engraved in the scribing case between the observations 
and the measurements, refer to the following), Cpv,m [W.K-1.m-3] is the volume heat 
capacity of the metal (it equals the product between the specific heat per unit mass in [J.K-

1kg-1] and the mass density of the metal [kg.m-3]) and fr [Hz] is the laser repetition 
frequency. 

The solution of the thermal equation allows us to express the temperature following the 
heating and cooling process for each pulse as follows:   

Equation 32                              ܶ߂(߬) = ܿܶ߂ · (1 − exp(−ߢ · ߬) ) exp(−ߢ ·                                                         (ௗ௢௪௡ݐ

with ΔTc = (ܣ଴ ∙ q) ⁄ (G1 + G2) and κ = (G1 + G2) ⁄ C, using this equation we calculate the 
temperature variation of the metal. The first value of the insulating coating temperature 
variation is considered extremely close to the metal temperature variation. 

The heating duration (tup = τ) is the duration of one laser pulse and the cooling duration 
(tdown = (1 ⁄ fr) − tup) is the duration between two successive pulses. Then, to include the 
dependence of the thermal conductivity coefficient of the metal on temperature, this 
conductivity is recalculated according to the following relationship as well as the 
recalculation of all other conductivity-dependent parameters[43]: 

 Equation 33                                 λ௠(ΔT)  =    λ௠  ·  (1 – αఒ,்  ∙  ΔT)  

Where αλ,T equals –0.00075 is the metal conductivity constant. The calculation of ΔT is 
repeated using the same equation considering that the temperature after each pulse is the 
new initial temperature of the metal to account for the overlap. 
The cumulative energy density (ecum) is calculated using the following equation (N is the 
number of laser line passes): 
Equation 34                                    ݁௖௨௠ = . ଴ܣ ݍ · ܰ ·                                                                                     ௨௣ݐ

If the calculated coating temperature is below its softening and melting temperature (< 
600°C), then there is no visible change occurring in the coating layer except an induction 
of an isotropic thermal stress in-plane (σth, tangential to the surface) during the process 
(not necessarily maintained after the process) calculated in the following equations: 

Equation 35                          ߪ௧௛  = ௜ߙ) · ߂ ௜ܶ  − ௠ߙ  · ߂ ௠ܶ  ) ·                                                                             ܧ

where E is the quasi-linear Young modulus of the metal and αi and αm are the thermal 
expansion coefficient of the insulating coating and the metal respectively. It is important 
here to mention that neither viscous nor plastic mechanical properties are taken into 
account in case the thermal stress exceeds the yield stress with nonlinear behaviour. As a 
consequence, this equation only gives an estimation of the thermal equivalent stress 
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induced very locally during the process and not the permanent residual stress effectively 
maintained after the process. In order to estimate both the effective mechanical stress 
during the process and the residual stress after the process, a nonlinear behavioral for E() 
is required. 

From the literature, in the absence of any coating,; during the heating process the part of 
metal located in the HAZ tends to expand along the three directions of space (perpendicular 
and parallel to the plane). Due to the cold metal around, the thermal expansion of the 
metal generates compression stresses in the in-plane or radial direction (parallel to the 
plane) and tensile stress in the out-of plane or axial direction (perpendicular to the 
plane)[40]. The magnitude of the normal or axial stress decreases as it propagates along 
the volume. The tangential or radial stress component is compressive near the axis of 
symmetry of the cylindrical HAZ and it becomes tensile, then compressive again and 
vanishing away from this axis. In the presence of a coating, and if and only if this coating 
doesn’t become soft or melt, then the relative induced equivalent stress located at the 
interface between the metal and the coating can be radial tensile (in-plane) or axial 
compressive (out-of plane) at the laser spot and radial compressive (in-plane) and axial 
tensile (out-of-plane) away from the spot due to the thermal expansion of coating, before 
vanishing further again from the spot. In the following we estimated the tensile respectively 
compressive equivalent thermal stress induced parallel the plane by the long or short pulse 
located within the laser spot and only during the process. The question relative to the 
residual stress effectively maintained after the process can’t be solved with such simple 
models (elastic mechanical behaviour, constant thermal and mechanical properties with 
temperature ...).. However, what we know from the literature on laser welding is that 
usually: 

i) The generation of residual stress after a process inducing a thermal stress is 
possible if and only if the stress induced during the process is higher than the 
yield stress (~300 MPa). 

ii) The actual value of residual stress is much lower than the process stress but its 
absolute value increases when the induced thermal stress increases during the 
process. Even low values of stress (tens of MPa) can have an extremely 
significant effect on magnetic properties. 

iii) When the stress induced during a process is compressive (respectively tensile), 
then the residual stress that is maintained after the process will probably be 
tensile (respectively compressive) on the same locations. 

If the calculated temperature variation of the coating layer achieves the softening 
temperature or melting point (600°C), under this circumstance the coating layer became 
soft or melted and then redeposited on the surface. The thermal conductance G1 is replaced 
by G1’; the heat transfer by convection is considered only between the air and the metal 
layer in this case. Part of the delivered laser energy corresponds to the coating melting 
enthalpy and the rest to the energy that heats the metal. The coating softening 
temperature is fixed at 600°C, the metal temperature variation and the thermal-induced 
stress are recalculated. 

Equation 36                                          ܩଵ′ ≅  
௛  ·  ቀഊ೘

೐೘
ቁ
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For both cases, we measured the value of the heat-affected zone HAZ under laser 
irradiation from the optical images (visual estimation, corresponding to a slight coating 
deformation). The behavior of the measured HAZ (Figure 11) as a function of the 
cumulative energy density is presented in Figure 12. 

The laser parameters with their corresponding energy quantities studied in the case of 
laser irradiation are listed in the table below (Table 3):   

 

Symbol 
෠࣪ 

 (ଶ݉ܿ/ܹܯ)
epulse            (ܬ/

ܿ݉ଶ) 

ecum    

 Npass (ଶ݉ܿ/ܬ) 

Irr_1 12.73 2.55 509.3 1 
Irr_2 12.73 1.27 509.3 1 
Irr_3 12.73 1.27 50.93 1 
Irr_4 16.98 0.51 509.3 1 
Irr_5 16.98 0.51 50.93 1 

 

 

Table 3 Laser Parameters and Energy Contributions Used in the Case of Laser Irradiation for a 
Fixed Pattern Perpendicular to the Rolling. 

For each irradiation configuration, we estimated the values of the induced thermal stress 
and the heat-affected zone. The results of the heat affected zone are presented in Figure 
12. The heat-affected zone increased by increasing the cumulative energy density. 
Moreover, we limited the cumulative energy density (ecum) of the laser by keeping constant 
the spot size Sp, the scan velocity v, the repetition frequency fr, the pulse duration  and 
the total number of pulses N with the corresponding overlap. In the x-axis of each curve, 
we vary the laser average power Pw, from 0 to its nominal value and thus we vary the peak 
power density and energy density of each pulse and finally the cumulative energy density 
ecum after N pulses. At higher cumulative energy density, the HAZ exceeds the thickness of 
the sheet, which can lead to sheet deformation and magnetic deterioration. The values of 
the induced thermal stress estimated are listed in Table 4. Irr_2 and Irr_1 correspond to 
cases with softening or/and melting of the coating whereas in Irr_3, Irr_4 and Irr_5 the 
coating is kept cold enough. 

 

Configuration Induced thermal stress σ୲୦  (MPa) 

Irr_1 -1285.7 
Irr_2 -508.8 
Irr_3 373.4 
Irr_4 913.4 
Irr_5 328.7 

 

Table 4  The Estimated Thermal Stress Induced for Each Irradiation Configuration. 
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Figure 11  Optical Image Using a Confocal Microscope Showing the 2D Images presenting the 
measured HAZ on naked SiFe samples with equivalent thermal properties (NGOES), respectively 
and approximately 100 and 350 m.  

 

 
Figure 12  Heat Affected Zone as a Function of the Cumulative Energy Density ecum  in the case of 
Laser Irradiation. 

 

(iii) Scribing Process: Estimation of the Induced Thermal Stress and 
the Groove Depth 

To estimate the induced thermal stress, the heat-affected zone and the groove depth due 
to laser scribing, we used the same estimation model as the one for laser irradiation 
explained in the previous paragraph but with some modifications to include the engraving 
effect. First, due to quite higher laser power and metal phase transformations, an 
adjustment of the probably non-linear absorption coefficient A0 close to 98% has been 
considered, by fitting the groove depth measured with the present estimation.  
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Then, the temperature variation of the metal increases and exceeds either the coating 
softening/melting temperature or/and the metal melting point in case of scribing leading 
to small grooves into either the coating only or/and both the coating and the metal. Some 
of the scribing cases that do not theoreticaly lead to a groove because the temperature 
achieved is not high enough should only lead to thermal stresses and be reclassified at the 
limit between irradiation and scribing. 
To adjust the model, when the temperature achieved is high enough, the temperature of 
the coating layer is fixed at its melting temperature (600 °C), the temperature of the metal 
is fixed at its melting temperature too (1535 °C) and the radial compressive stress (σth = 
σr) induced during the laser scribing process is calculated using Equation 35. 
 
Below 600 °C, none engravement is possible, the scribing can only lead to a tensile thermal 
stress. The whole energy is used for the heating process. Between 600 and 1535 °C at the 
laser spot, the scribing process removes the coating layer and can also lead to a tensile 
thermal stress in the heated metal in the HAZ around the laser spot still below 600 °C. 
Part of the delivered laser energy corresponds to heating process of the coating and metal 
from ambient up to 600 °C for the coating and up to a temperature between 600 °C and 
1535 °C for the metal, part corresponds to the coating melting enthalpy (ΔHfi = 12 kJ/kg) 
and the last part corresponds to the heating process of metal in the HAZ from the ambient 
up to a temperature below 600 °C. Above 1535 °C at the laser spot, the scribing process 
removes the coating layer, engrave the metal by removing some droplets of metal, but 
can now lead to a compressive thermal stress in the heated metal in the HAZ around the 
laser spot with a temperature between 600 °C and 1535 °C. The process used two 
additional energies which are the metal melting enthalpy (ΔHfm = 180 kJ/kg) and the 
energy used to engrave the metal by melting. For this last case, involving the metal 
engraving process, considering the volume of a cylinder of radius R (R = r + ୢ୪ ) and height 
p (the total groove depth: coating + metal), we estimated the value of the groove depth 
p in the metal thanks to the Equation 37. 
 

Equation 37             ݌ =  ൞

ܶ߂                                                                0 <            ܥ600°
݁௜ ܥ600°                                              < ܶ߂ <          ܥ1535°

݁௜  +  ቀ௥మ

ோమቁ ∙ ௘೎ೠ೘ – ௘೎ೠ೘೅೓
(௱ு௙೘ ∙ ఘ) ܶ߂                          >         ܥ1535°

    

 
Where ei is the coating thickness and ecumTh is the cumulative energy density threshold 
corresponding to the sum of the total energy used for the heating process from the ambient 
to 600 °C and from 600 °C to 1535 °C plus both the coating melting enthalpy (ΔHfi) used 
to melt the coating at 600 °C and the metal melting enthalpy (ΔHfm) used to melt the 
metal at 1535 °C and ρ is the mass density of the metal. The scribing parameters 
considered are listed in Table 5. The depth estimated presented in Figure 13 increases with 
the increase of cumulative energy density; for a cumulative energy density between 0 and 
1 MJ/m2 the estimated depth is smaller or equal to the coating layer thickness (2 µm). On 
this account, for higher cumulative energy density, the metal layer is attacked and some 
metal particles are engraved. The metal starts to melt and to be engraved, some droplets 
of material can be removed. It should be noted that due to the non-reliability of optical 
measurements (irregular grooves) and the non-reproducibility of the nanosecond laser and 
the random laser-material interactions in the case of scribing due to the melting of the 
coating and/or the metal and its redeposition on the surface after cooling, the error 
between the measured and calculated values is important. For this reason, we decided to 
use the theoretical model for the parametric of study magnetic parameters as a function 
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of the theoretical depth behavior (dependent on the laser energy).On the other hand, the 
estimated induced thermal stress during laser scribing also increased as a tensile stress (> 
0) with the increase of the cumulative energy density to a maximum of 1000 MPa and then 
decreased to become a compressive stress (< 0) when the metal scribing took place due 
the change in the remaining constraint when the coating is engraved (Table 6). 
 

Symbol 
෠࣪ 

 (ଶ݉ܿ/ܹܯ)
epulse           

 (ଶ݉ܿ/ܬ) 
ecum (ܬ/ܿ݉ଶ) Npass 

Scr_1 127.32 0.51 509.3 1 
Scr_2 127.32 0.51 50.93 1 
Scr_3 38.20 7.64 30.56 1 
Scr_4 127.32 12.73 50.93 1 
Scr_5 38.20 3.82 15.28 1 
Scr_6 169.77 5.09 101.8 1 
Scr_7 169.77 5.09 50.93 1 

 

Table 5 Laser Parameters and Energy Contributions Used in the Case of Laser Scribing for a Fixed 
Pattern Perpendicular to the Rolling Direction. 

 

Figure 13 The Estimated Depth (p) as a Function of the Cumulative Energy Density (ecum) During 
Laser Scribing. 

 

 

 

 

 

 

 

 

Table 6  The Estimated Induced thermal stress for each Scribing Configuration. 
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Configuration Induced thermal stress σ୲୦ (MPa) 
Scr_1 -1285.7 
Scr_2 917.5 
Scr_3 840.7 
Scr_4 263.4 
Scr_5 420.1 
Scr_6 -862.1 
Scr_7 534.7 
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(iv) Ablation Process: Estimation of the Groove Depth, the Plasma 
Electron Temperature, and the Peak Surface Pressure     

Considering the femtosecond laser-matter interaction, the energy accumulated by the free 
electrons is transferred to the lattice by collisions, causing it to heat up to the sublimation 
point. Free electrons absorbs the laser energy very quickly, it lasts a few tens of 
femtoseconds, while their relaxation in the lattice varies between 1 and 10 ps. The pulse 
duration is shorter than the cooling time of the electrons. The use of ultrashort pulses 
shorter than these transfer times implies a decoupling between the thermal behaviour of 
the electrons at the temperature Te and the thermal behaviour of the lattice at the 
temperature Tl . Thus, the classical approach to estimate a temperature is not valid. This 
non-equilibrium temperature state is expressed by the two-temperature model that 
involves both the electrons’ temperature ௘ܶ and the temperature of the lattice ௟ܶ [41],[46].  

Equation 38                            ߩ௘ܥ௘( ௘ܶ) డ ೐்
డ௧

= )௘ܭ]ߘ ௘ܶ)ߘ(Tୣ )] − )ߢ ௘ܶ − ௟ܶ) 

)௟ܥ௟ߩ ௟ܶ)
߲ ௟ܶ

ݐ߲
= )௟ܭ]∇ ௟ܶ)∇(T୪)] + )ߢ ௘ܶ − ௟ܶ) 

with ߩ the density, ܥ the heat capacity , ݁ refres to the electron, ݈ refers to the matrix, λ 
the thermal conductivity, ߢ the constant of electron-phonon coupling. 

Based on the literature[41], we used the expressions estimating the impacts of ablation to 
calculate the electron temperature and the ablation depth from the energy quantities of 
each laser configuration used. First, the electron temperature achieved during the laser 
ablation process, is estimated using the equation: 

Equation 39                                                 ௘ܶ ≃ ቀ
ଶ ∙஺బ ∙ ௘೛ೠ೗ೞ೐ ∙ ఈ

஼೐
ᇲ ቁ

భ
మ   

௘ܥ
ᇱ  is the electron heat capacity coefficient per unit volume (ܥ௘ = ௘ܥ

ᇱ
௘ܶ, ܥ௘

ᇱ ≈ .ܬ 84 ݉ିଷ.  .(ଶିܭ

Further, the ablation depth of N pulses (Npass=1 for single pass and Npass=2 for double pass) 
as a function of the laser fluence is estimated using the following expression: 

Equation 40                                    ࢖ ≃ ࢏ࢋ + ࡺ ∗ ࢙࢙ࢇ࢖ࡺ ∗ ૙࡭) ࢔࢒૚ିࢻ ∗  (ࢎ࢚ࢋ/ࢋ࢙࢒࢛࢖ࢋ

epulse is the laser fluence, eth is the threshold fluence for ablation (it equals approximately 
0.5 J/cm2 for FeSi [36]) and α is an optical penetration depth ߙ =  ఘ ∙ ௱ு௙௘

௘೟೓
 [m-1] with ρ the 

metal density and ΔHfe is the specific heat of evaporation. 
The behavior of the groove depth and the electron temperature is presented in Figure 14 
and Figure 15, it is shown that these parameters increased as function of the cumulative 
energy density and the pulse energy. 

Symbol 
෠࣪ 

 (ଶ݉ܿ/ܯ)
epulse           

 (ଶ݉ܿ/ܬ) 
ecum (ܬ/ܿ݉ଶ) Npass N 

Abl_1 23.4 e6 11.71 1171.3 1 100 
Abl_2 23.4 e6 11.71 2342.7 2 100 
Abl_3 23.4 e6 5.09 509.30 1 100 
Abl_4 10.2 e6 5.09 50.93 1 10 
Abl_5 30.5 e6 15.28 1527.8 1 100 
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Table 7 Laser parameters and energy contributions used in the case of laser ablation for a fixed 
pattern perpendicular to the rolling direction. 

 

Figure 14  The Calculated Groove Depth as a Function of the Cumulative Energy Density (ecum) in 
the Case of Laser Ablation. 

 

Figure 15  The Electron Temperature as a Function of the Cumulative Energy Density (ecum) in the 
Case of Laser Ablation. 

 

The estimation model for the ablation can also be compared to accurate numerical 
prediction performed by implementing the two-temperature model of equation 38. The 
definition of the problem can be simplified as in Figure 16. 
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Figure 16 Definition of the ablation problem with the Finite Element Method 

Results obtained for both the electrons temperature (Figure 17) and the groove depth 
measured and previously estimated (Figure 18) are in complete accordance one to each 
other. 

 

Figure 17 Computation of the electrons and lattice temperatures. 
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Figure 18 Computation of the groove depth with the numerical ablation model (2 T model). 

 

Besides the groove depth and the electron temperature, we estimated the surface peak 
pressure as a function of the laser peak power with a shock wave model. A simple model 
of shock waves is developed by Peyre and Fabbro[39] to estimate the residual stress 
induced in the sheet submitted to laser short pulse with specified laser power density, pulse 
width, and spot size. In this model, they estimated the pressure generated by the plasma 
in the metallic substrate during the laser ablation process. And then they deduced the 
superficial residual stress assuming that the plasma layer formed during the ablation 
process induces a shock wave and a compressive pressure resulting in local plastic strain 
and residual stress field in the localized volume of the sheet. 

 

 

Figure 19 Schematic of Laser Shock Wave Principle[39]. 
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In their experiment (Figure 19), the laser beam passes through a layer of confinement 
medium (water or glass to eliminate the thermal effect), the value of the pressure (Pr) 
generated is proportional to the square root of the laser peak power density ( ෠ܲ):  

Equation 41                                                   ܚ۾ = ۰۱ ෡ࡼ ∗
૚
૛                                                          

Pr in kbar and ෠ܲ in ܹܩ. ܿ݉ିଶ, BC is a constant depending on the confinement layer (BC=10 
for water confinement). The pressure generated in the case of ablation with a confinement 
layer is greater than one order of magnitude than for direct ablation. In our case, the laser 
beam is applied directly on the material surface, so the value of BC is considered equal to 
1. 

The plastic deformation and the creation of dislocations in the material occur only if the 
magnitude of the primary shockwave is higher than the dynamic yield strength or the 
Hugoniot Limit. During the propagation of the wave, the volume affected is plastically 
strained, thus after the interaction, the surrounding material induces biaxial compressive 
residual stresses on the plane parallel to the surface, to oppose the straining only if the 
value of peak stress exceeds the Hugoniot limit. To estimate the residual stress induced in 
the material, they calculated the value of the plastically affected zone (ܮ௣) depending on 
the pressure Pr and ௛ܲ the Hugoniot limit (the yield strength under uniaxial shock 
condition). The plastically affected zone (ܮ௣) is the distance covered by the shock wave 
before its peak stress value decreases to a value lower than the Hugoniot Limit.  

Using the femtosecond laser with high peak power induces a peak pressure that exceeds 
the Hugoniot limit but the theoretical value of the plastically affected depth is very low and 
not significant due to the very short pulse duration. Thus, the shock wave created does 
not propagate into the material. While we still can estimate the surface peak pressure and 
study its behavior as a function of the laser peak power density (Figure 20). In the next 
paragraph we studied the behavior of the magnetic parameters as a function of this peak 
pressure. 

 

 
Figure 20  The Peak Pressure as a Function of the Peak Power Density in the Case of Laser 
Ablation. 

 

0

5

10

15

20

0 10 20 30 40 ×106

Reference

Abl 1

Abl 2

Abl 3

Abl 4

Abl 5

෠ܲ (MW/cm2)

Pr (GPa)



 

46 
 

 

 

 

 

 

Table 8  The Estimated electron temperature, groove depth and peak pressure under a laser 
ablation. 

 

 

  

Symbol Te (K) × 10ଷ p (µm) Pr (GPa) 

Abl_1 96.1 13.2 15.3 
Abl_2 96.1 24.4 15.3 
Abl_3 63.3 4.3 10.1 
Abl_4 63.3 2.2 10.1 
Abl_5 109.7 16.0 17.5 
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II. Bertotti Model: variation of Bertotti coefficient as a function of 
the laser treatment  

The chief parameters of Bertotti’s model are the hysteresis loss coefficient kh, the eddy 
current coefficient kc, and the excess loss coefficient ke. Bertotti suggested that the eddy 
current coefficient kc is a constant that is identified by the material properties and thickness 
known from the manufacturer's datasheet (see Equation 2). We deduced the hysteresis 
loss coefficient kh by measuring the losses at a very low frequency (3 or 5 Hz) for which 
both the classical eddy current loss and the excess loss are negligible. 

Then with the equation of loss separation Equation 1, we identified the excess loss 
coefficient ke depending on the induction level and frequency using the corresponding 
power loss provided by the from experimental data. 

In Table 3, Table 5 and Table 7 of the previous paragraphs, we have listed several laser 
configurations for each type of treatment tested on GO 23M0H sheets. The impact of these 
configurations on the identified Bertotti coefficients is presented in the next paragraph. In 
this paragraph, we focus on the comparison between one irradiation (Irr_2), scribing 
(Scr_1) and two ablations (Abl_1 and Abl_2(1side)) configurations that are mostly 
recommended for certain induction and frequency levels. The contribution of each loss 
component varies according to the level of induction and frequency. Respectively, to know 
at a given level of induction and frequency which component among hysteresis loss and 
excess loss is in the majority, it is required to compare the products kh√ܤ to keඥ݂.  

We calculated the rate of change in percentage of the hysteresis loss coefficient kh and the 
excess loss coefficient ke of the treated sample compared to the sample itself before laser 
treatment, then we displayed the results in  Figure 21.  

Notably, the use of laser irradiation configuration “Irr 2” reduced significantly the hysteresis 
loss coefficient kh at different induction levels for frequency 50 Hz whereas it slightly 
decreased the excess loss coefficient. It must be pointed out that the scribing configuration 
behaves in a like manner as the irradiation configuration with a higher reduction for the 
excess loss coefficient. However, for ablation, we deduced that if the treatment is done on 
both sides with one pass the effect on the hysteresis loss and the excess loss coefficients 
was similar at high induction, both were reduced. While, the ablation in two passes on one 
side resulted in the highest decrease in both coefficients, especially that of excess loss. 

The variation of the hysteresis and excess loss coefficients is dependent on the type of 
laser treatment. Which asserts that a laser treatment acts differently on the sample surface 
depending on the laser type and its pulse duration:  

The long pulses of the order of nanoseconds with small grooves and located induced 
thermal stresses could allow the generation of misoriented 90° closure domains at the 
vicinity of the laser spots which shows a significant reduction of the hysteresis loss 
coefficient without a significant impact on the excess loss coefficient related to the 
dynamics and mobility of the wall. The hysteresis loss coefficient is proportional to the 
defect density responsible for the wall pinning effect, partly due to the magnetic poles and 
demagnetizing effect around these defects. In the cases of irradiation and scribing, 
magnetic poles and demagnetizing effect are minimized thanks to the misoriented 90° 
closure domains appearing due to the thermally induced stress anisotropy. 
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On the other hand, ultra-short pulses of the order of a few hundred femtoseconds with an 
ablation effect that produces a deep groove in the sheet (especially in the case of two-pass 
treatment) can create different kinds of defects with magnetic poles that can pin the walls 
which is not favourable to the hysteresis coefficient especially at low induction levels. 
However, it can help the domain wall nucleation and 180° closure domains multiplication 
at the vicinity of the laser lines and facilitate the process of magnetization at higher 
induction levels. The most typical effect is also the 180° magnetic domain refinement and 
a change in the wall's mobility. The excess loss coefficient is proportional to wall density 
and mobility and therefore shows a greater reduction after ablation. Finally, it must also 
be mentioned that the ablation process can increase the permeability at low induction 
levels but reduce it significantly at high induction levels, effects that are stronger for the 
ablation than for the irradiation and scribing processes. The orientation of domains at the 
vicinity of the laser spots is closer to the rolling direction in case of ablation in comparison 
to the irradiation and scribing processes, it may lead to a significant increase of the 
permeability at a low induction level. In the case of ablation, this same orientation will 
generate large magnetic poles at high induction levels; whereas they are reduced and 
minimized in the case of irradiation and scribing. As a consequence, the demagnetizing 
effect added due to the laser process, which reduces the permeability at high induction 
levels, will be stronger for ultra-short pulses rather than for simply short or long pulses. 

 

Figure 21 Variation of Bertotti’s Coefficient kh and ke as a Function of Peak Induction Level at 
frequency 50Hz for Different Laser Treatment on GO 23M0H Samples. 
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III. Correlations Between Loss coefficients and Laser Energetic 
Quantities and physical Impacts 

In this paragraph, we presented a correlation between the estimated laser impacts 
(topography, temperature, stresses...) and the identified magnetic properties (Bertotti 
coefficients) in order to study their behavior and to determine their optimum as a function 
of the laser impacts, the latter being directly related to the energetic quantities of a laser 
configuration. 

In the case of laser irradiation, we related the identified Bertotti coefficients to the 
thermally affected zone and the induced thermal stress. Similarly, in the case of laser 
scribing, we related these loss coefficients to the groove depth and the induced thermal 
stress. Finally, in the case of laser ablation with an ultra-short ablation time, we presented 
the behavior of the Bertotti coefficients as a function of the groove depth, the electron 
temperature or/and the shock wave peak pressure generated during the process.  

 

(i) Irradiation: Bertotti Loss Coefficients v.s. HAZ and Induced 
Thermal equivalent Stress. 

Once the thermal affected zone and the thermal-induced stress were estimated as a 
function of the cumulative energy density for each laser irradiation configuration, we 
correlated these quantities to the magnetic properties. We should mention that the 
estimated induced stress is tensile when the temperature of the coating stays below the 
softening/melting temperature. Whereas, this stress is compressive when the temperature 
of the coating becomes higher than its softening/melting temperature, meaning that the 
coating becomes soft or melts and is partially removed or/and redeposited.  
 

 
 

Figure 22 The variation of Bertotti’s Coefficients kh and ke as a function of the Heat-Affected Zone 
(on the left) and the Induced Thermal Stress(on the right) During the Irradiation Process for 
1.5T@50Hz. 

Since the initial residual stress was not known, the residual stress couldn’t be deduced. 
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value higher than the yield stress of the metal, then it will add permanent residual stress 
with a lower value and the opposite sign after the process. Therefore, a compressive/tensile 
thermal stress during the process will add a tensile/compressive residual stress after the 
process. 

The variation of Bertotti coefficients as a function of the heat-affected zone and the 
thermal-induced stress is presented in Figure 22 and Figure 23. At the peak induction 1.5 
T for frequency 50 Hz, it is shown that by increasing the HAZ, the behavior of the loss 
coefficients kh and ke are contradictory. Thus, the need to find a compromise between the 
two values resulting in an optimum total loss result. This optimum was reached for a HAZ 
that equals 100 µm. This value corresponds to half of the sheet thickness, which seems 
coherent with the conclusion presented in the experimental part, recommending a laser 
treatment at both sides of the sheet in the case of an irradiation process so that the impact 
of the treatment can propagate throughout the whole volume of the sheet. 

Meanwhile, the hysteresis and excess loss coefficients showed a similarity in their behavior 
as a function of compressive thermal-induced stress; the increase in compressive stress 
decreased both coefficients up to an optimal value around -500 MPa at peak induction 1.5T 
for frequency 50 Hz and at 0.1 T for 5000 Hz. This could refer to the persistence of a 
specific local tensile residual stress on the laser spot, and a specific compressive residual 
stress at the vicinity, acting on the energy state of domains through a magnetostrictive 
induced stress anisotropy which allow the nucleation of various differently shaped domains: 
90° in-plane or out-of-plane closure domains within the laser spot and Lancet out-of-plane 
domains at the vicinity (see next chapter).  

 

 

Figure 23 The variation of Bertotti’s Coefficients kh and ke as a function of the Heat-Affected Zone 
(on the left) and the Induced Thermal Stress (on the right) in the Case of Laser Irradiation for 
0.1T@5000Hz. 
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favorable situation rather corresponds to a compressive thermal-induced stress during 
the process. 

 

(ii) Scribing: Bertotti Loss Coefficients v.s. the Groove Depth and 
Induced Thermal Stress 

In the case of laser scribing, we have also presented the correlation between the hysteresis 
and excess loss coefficients and the estimated scribing impacts in terms of measured 
groove depth and the induced thermal stress. When the temperature achieved is sufficient 
to melt the coating but not the metal, the groove depth corresponds to the coating 
thickness, and the thermal stress induced in the HAZ where the temperature stays below 
the softening temperature of the coating still be tensile stress during the process. 
When the temperature achieved is sufficient to melt the metal in addition to the coating, 
the groove depth corresponds to Equation 46, and the thermal stress induced in 
the HAZ where the temperature is between 600 °C and the metal melting point is 
necessarily compressive during the process. 
 
Figure 24 gives the variation of coefficients kh and ke as a function of the measured groove 
depth at induction level 1.5 T for 50 Hz. At this induction level, it showed that deep grooves 
with depth higher than the coating thickness can be viewed as defects that pinned the 
walls and which are detrimental to the quasi-static behavior. Even if the hysteresis loss 
coefficient slightly decreases for grooves depth below 2 mm, it becomes higher than the 
reference for deeper grooves. Increasing the groove depth makes it possible to decrease 
more the excess loss coefficient which is related to the dynamic losses. This is probably 
due either to the size of closure and main domains near the laser lines, to the domains’ 
walls mobility, or the proximity of the magnetic poles after treatment. Besides, the 
inclusion of laser lines may form a kind of new edge for the magnetic domains that promote 
the dynamic walls’ mobility, nucleation or multiplication near the groove. However, the 
improvements become less significant for a depth greater than 2 µm for kh and 
approximately 5 µm for ke. In a scribing process, grooves are always accompanied by 
a HAZ and various thermal induced stresses. It might then generate closure domains that 
are not optimal for the refinement effect and wall mobility at this induction level. 
 
Thus, it is necessary to study the dependence of magnetic properties on the thermal stress. 
In most of the cases, the behaviors of kh and ke are contradictory, meaning that it is not 
possible to choose a stress configuration that can minimize both kh and ke at the same 
time, except at low induction and high frequency for which a strong but located 
compressive thermal-induced stress up to -1500 MPa seemed to be beneficial. At high 
induction, when the hysteresis loss coefficient kh shows two maxima, the excess loss 
coefficient ke seemed to show two minima (Figure 24 and Figure 25) as a function of the 
thermal-induced stress, both correspond to a tensile stress value or a compressive stress 
value between 700 and 1000 MPa. ke can decrease regardless of the sign of the stress as 
long as the stress is not too high (between 250 and 1000 MPa for the stress induced during 
the process, which could indicate that a local perturbation of the mechanical state gives 
birth to closure of any kind to refine the main magnetic structure and reduce excessive 
dynamic losses, but also to walls pinning centers. Having more stress might turn these 
pinning centers into nucleation centers in the quasi-static working conditions, but it also 
apparently jeopardize the excess loss reduction in the dynamic working conditions. An 
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optimum can be found around 1000 MPa for intermediate frequencies like 50 Hz. However, 
it has been shown in the previous paragraph, that the optimum for the loss coefficients 
requires a groove in the metal, which is necessarily accompanied by a compressive thermal 
induced stress, to be specified now not too far from -1000 Mpa. 
 
 

 
 
Figure 24 The Variation of Bertotti’s Coefficients kh and ke as function of the Measured Depth (on 
the left) and the Induced Thermal Stress (on the right) in the Case of Laser Scribing for 
1.5T@50Hz. 

 

 

Figure 25 The Variation of Bertotti’s Coefficients kh and ke as a function of the Measured Depth (on 
the left) and the Induced Thermal Stress (on the right) in the Case of Laser Scribing for 
0.1T@5000Hz. 
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In the case of laser ablation, we presented the variation of Bertotti coefficients as a function 
of calculated groove depth (p), the plasma electron temperature (Te) and the shock wave 
peak pressure (Pr). 

Since the electron temperature is proportional to the square root of the fluence and the 
peak pressure is proportional to the square root of the peak power density, i.e. also the 
fluence, the study as a function of these two parameters is similar and the magnetic 
properties showed the same behaviour as a function of these physical impacts (Figure 27 
and Figure 28). This observation has been physically coherent since there might was a 
close relationship between the temperature and the pressure even within a plasma gaz. 

 

Figure 26 The Variation of Bertotti’s Coefficients kh and ke as a function of the Measured Depth for 
1.5T@50Hz (on the left) and 0.1T@5000Hz  (on the right) in the Case of Laser Ablation. 

However, at 0.1 T induction for higher frequencies, both hysteresis and excess loss 
coefficients decreased as a function of groove depth without showing an optimal value. For 
a peak induction of 1.5 T at a frequency of 50 Hz, the groove depth dependent excess loss 
coefficient seemed to be monotonously decreasing function (Figure 26), but the hysteresis 
loss coefficient has got a minimum at 13 µm and so increased for deeper grooves. Grooves 
in the metal previously meant defects and wall pinning effects with always an increase of 
hysteresis loss coefficients. On the contrary, in the case of ablation, grooves in the metal 
can act in this case as nucleation centers rather than pinning centers, probably thanks to 
the engravement done with ultra-short pulses and without thermal effect. Such “clean” 
grooves might give birth to located magnetic poles and 180° spike-like domains rather 
than various misoriented 90° closure domains and Lancet domains.  

Therefore, deep grooves in the metal refine the magnetic domains significantly while 
reducing the dynamic losses, while the inclusion of such deep grooves adds defects 
increasing the hysteresis losses. As a consequence, a compromise with a specific optimal 
depth between 18 and 21 µm for the grooves must be found. At this level of induction, the 
behavior of the Bertotti loss coefficients was similar for the three laser processes studied. 
The main advantage of the ablation process seems to be the minimization of thermal effect 
which permits to reduce further and more significantly the excess loss coefficient. For the 
same reasons, the main corresponding drawback is that the permeability at high induction 
is also more significantly weakened. 

However, at 0.1 T induction for higher frequencies, both hysteresis and excess loss 
coefficients decreased as a function of groove depth without showing an optimal value.   
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Figure 27 The Variation of Bertotti’s Coefficients kh and ke as a function of the Electron 
Temperature for 1.5T@50Hz (on the left) and 0.1T@5000Hz  (on the right) in the Case of Laser 
Ablation. 

 

 

Figure 28 The Variation of Bertotti’s Coefficients kh and ke as a function of the Peak Pressure for 
1.5T@50Hz (on the left) and 0.1T@5000Hz  (on the right) in the Case of Laser Ablation. 

 

It should always be possible to engrave two identical grooves with two different ultra-short 
pulses. Therefore, the dependence of the magnetic properties should be studied not only 
on the groove depth but also on the electronic plasma temperature Te or the peak pressure 
of the shock wave. It showed an optimal value for a temperature around 90000 K and a 
peak pressure close to 15 GPa beyond which thermal and mechanical induced effects start 
to appear increasing the hysteresis loss coefficient higher than the dynamic losses at 50 
Hz. Having higher temperature or pressure may be interesting only at lower induction and 
higher frequencies for which the static hysteresis loss is negligible in front of the dynamic 
losses. In this case, the limitation is either the necessity to magnetize the material up to 
1.5 T because the permeability can be then lower than initially or the mechanical weakening 
or deformation of the sheet. 
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Conclusion 

 

The laser-matter interaction using a laser with a long or short pulse duration of the order 
of nanoseconds means melting and ejection of metallic droplets phenomena, once the 
temperature reached, exceeds its melting temperature. This interaction can be simulated 
with a classical heat transfer model. Using this model, we have estimated the thermal 
affected zone, the induced thermal stress, and the groove depth (if any). 

However, in the case of an ultrashort pulse laser, the interaction is no longer in the classical 
domain due to the short pulse duration of the order of femtoseconds. This interaction is 
estimated by a two-temperature model allowing to deduce the groove depth and the 
electron temperature. All these impacts were presented as a function of the laser energy 
quantities. 

On the other hand, using the Bertotti loss separation model, we identified the loss 
coefficients based on the experimental results. The results show a difference in the impact 
of each type of laser treatment (irradiation, scribing, and ablation). Laser ablation showed 
the highest reduction rate for the dynamic loss component. 

Finally, a correlation between the estimated impacts and the identified coefficients is made 
resulting in optimal values ensuring a reduction of the total losses: For the case of 
irradiation the optimal thermal affected zone value is 100 µm (half the thickness), and the 
optimal induced thermal stress value is tensile around 500 MPa for induction level 1.5 T at 
50 Hz. For scribing, the optimal value of the groove depth is between 2 and 4 µm (coating 
layer mainly), and the optimal induced thermal stress value is compressive around -1000 
MPa for induction level 1.5 T at 50 Hz.. For ablation, however, For ablation, however, the 
optimal depth for one pass is between 8 and 16 µm (between 16 and 24 µm for two passes, 
only one side) without thermal effect as long as the pulse duration is shorter than 1 ps, 
the plasma electron temperature is close to 90000 K, and the shock wave peak pressure 
to 15 GPa at the metal surface. 
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D) Modeling and Correlations: Lambda’s Model 
 

I. Lambda’s Model: variation of the dynamic magnetization 
property Λ and the internal static permeability µ as a function 
of the laser treatment  
(i) Lambda’s Model Vs. Laser Treatments 

To determine Λ and µ, we applied the values of the dynamic power loss and the apparent 
permeability from the results measured by the SST. The dynamic power loss (Pmf) is 
deduced from the experimental data; its value is the difference between the value of the 
total power loss and the static power loss.  

Furthermore, the apparent permeability (µapp) is deduced from the experimental data: the 
value µapp is equal to the ratio between the maximal induction level and its corresponding 
value of the applied magnetic field at the specified frequency. By solving the system of two 
equations with two unknowns, we attained the values of Λ and µ that give the same power 
loss and apparent permeability at specified frequency f and induction Bmax.  

Another method could also be used to identify Λ and µ which requests identifying µ as the 
apparent permeability at very low frequency from static hysteresis and then deducing 
lambda using the experimental value of the dynamic loss. Both methods provide the same 
values of the parameter lambda. Whereas the value of the property µ depends steadily on 
the selected method, the second one describes only the losses and not the apparent 
permeability in dynamics.  

In summation, we have studied the variation of the dynamic magnetization property Λ and 
the internal static permeability µ as a function of the frequency and the induction level on 
one hand, plus the impact of each laser treatment on these properties on the other hand. 

 
Figure 29 The Dynamic Magnetization Property Λ (on the left) and the Internal Static Permeability 
µ (on the right) as a Function of Peak Induction Level for Different Types of Laser Treatment on GO 
23MOH Samples.  

First, we started by studying the behavior of the dynamic magnetization property Λ and 
the internal static permeability µ as a function of the induction level for specified frequency 
50 Hz, as shown in Figure 29, the value of Λ decreased by increasing the induction level to 
achieve a minimum value at mid-induction level (B ~ 1 T) then it started to increase at a 
higher induction level. This outcome is due to the increase in the wall's density, surface, 

0

20

40

60

80

100

120

140

160

0 0,5 1 1,5 2

Reference

B (T)

Λ
(µ

m
) 

50Hz

0
5

10
15
20
25
30
35
40
45

0 0,5 1 1,5 2

×1
00

0

Reference

B (T)

µ/
µ0

50Hz



 

57 
 

or mobility at mid-induction. In fact, at lower induction, the flux density variation is not 
elevated enough to ease the walls bowing and multiplication. Conversely, the higher 
induction near the saturation, the density of the wall decreases significantly. As a 
consequence, this minimum value for Λ might depend on the product f·B. Therefore, the 
internal permeability  increased by increasing the induction level to achieve a maximal 
value at mid-induction level (1 T), then it decreased again near the saturation at a high 
induction level.  
A comparison between the Lambda’s model parameters Λ and µ of treated samples and 
that of the average of standards samples presented in Figure 30 showed that the laser 
ablation decreased the dynamic magnetization property the most. This result was 
consistent with the impact of ablation on the coefficient of excess loss as lambda is 
inversely proportional to the density, surface, and mobility of the walls. Thus, it is related 
to the dynamic losses, especially excess loss. Meanwhile, the scribing configuration (Scr_1) 
didn’t show a significant change in the value of lambda Λ. 

All laser treatment types improved the static permeability at different induction levels for 
a frequency of 50 Hz except at induction 1.5T where the laser scribing and ablation 
decreased the static permeability. This could refer to the addition of laser tracing lines in 
the case of laser treatment with a metal engraving (ablation and scribing) that favors the 
formation of narrow magnetic poles disturbing the magnetization near saturation. This 
phenomenon is compromised in cases where the laser treatment favors the formation of 
closure domains near the laser tracing lines. 

 

Figure 30 The variation in Lambda’s Model Parameters Λ and µ as a Function of Peak Induction 
Level @50Hz for Different Laser Treatment on GO 23MOH Samples. 
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II. Correlations: Laser Energetic Quantities, Impact, Magnetic 
Parameters 

In this chapter, we have correlated the laser impact (topography, temperature, 
constraints...) to the identified magnetic properties in order to study their behavior and 
determine their optimum as a function of the laser impacts, the latter are directly related 
to the energetic quantities of a laser configuration. 

In the case of laser irradiation, we have related the magnetic parameters (lambda 
coefficients and Bertotti's model) to the heat-affected zone and the induced thermal stress. 
Similarly, in the case of laser tracing, we have related the groove depth and the induced 
thermal stress to the magnetic parameters. Lastly, in the case of laser ablation, we studied 
the behavior of the magnetic parameters as a function of the groove depth, electron 
temperature, and peak pressure. 

 

(i) Irradiation: HAZ and Induced and Thermal Stress Vs. Lambda’s 
Model and Bertotti’s Coefficients 

The increase in the heat-affected zone brought the static permeability to an optimal value 
for a HAZ between 80 µm and 120 µm. A higher HAZ damaged the static permeability as 
the heat-affected area increases the state of the induced and then residual stresses 
changes. The variation in the dynamic magnetization property Λ at high induction was 
negligible as a function of the HAZ. However, at low induction and for high frequency, Λ 
decreased with the increase of the HAZ (Figure 31 and Figure 32). This may be due to the 
formations of closure domains in the vicinity of the treated area facilitating the mobility or 
increasing wall density. 

 

Figure 31 The variation of Lambda Model parameters as a function of the heat-affected zone (on 
the left) and the induced thermal stress (on the right) in the case of laser irradiation for 
1.5T@50Hz. 

The estimated induced stress is tensile in cases where the temperature of the coating has 
not exceeded its melting temperature, with no melting of the coating. Therefore, this stress 
is compressive when the temperature of the coating becomes higher than its melting 
temperature, the coating melts and begins to partially evaporate. Since the initial residual 
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stress was not known, the residual stress couldn’t be deduced. The stress presented was 
only the thermal stress induced locally during the irradiation. The decrease in induced 
stress has reduced lambda at a low and high level of induction. Local induced stress has 
altered the energy state domains which, in turn, tend to minimize their energy by refining 
or creating differently shaped domains (closure or peak-shaped domains), resulting in 
higher wall mobility or different density or wall surface. 

 

 

Figure 32 The variation of Lambda Model parameters as a function of the heat-affected zone (on 
the left) and the induced thermal stress (on the right) in the case of laser irradiation for 
0.1T@5000Hz. 

The result is similar to the one deduced by analyzing the parameters lambda and µ of the 
Lambda model by relating the behavior of kh to that of µ and the behavior of ke to that of 
Λ including the notion of wall dynamics during magnetization. The increase in compressive 
stress decreased both coefficients to an optimal value at -500MPa. 

 
(ii) Scribing: Groove Depth and Induced thermal stress Vs. 

Lambda’s Model  

In the case of laser scribing, we presented the variation of Λ and µ as a function of the 
depth measured from the optical image of the laser pattern on the sheet (Figure 33). At a 
peak induction of 1.5T for frequency 50 Hz, Λ showed a minimum value corresponding to 
a depth of 5 mm. While, at a low-induction level, Λ showed a slight decrease with the 
increase of the depth. 
This result could refer to the domain refinement effect associated with the increase in 
density and/or mobility of the walls. However, the engraved lines that are used to refine 
the domains can induce significant changes in the configuration of the closure domains and 
thus in the refinement effect and walls mobility, depending on the groove depth. A deeper 
groove seems to generate closure domains that are not optimal for the refinement effect 
and wall mobility at this level of induction. While, at a low-induction level, Λ showed a 
slight decrease with the increase of the depth with an asymptotic behavior towards a limit 
around Λ equal to 55 µm. Without considering the permeability, a deeper groove was more 
suitable for reducing Λ in this case. However, improvements become weak for depth above 
5 µm. 
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Figure 33 The variation of Lambda Model Parameters as a function of the Measured Depth (on the 
left) and the Induced Thermal Stress (on the right) in the case of Laser Scribing for 1.5T@50Hz. 

The increase in the compressive stress reduced the value of lambda to an optimum for a 
value of stress between 700MPa and 850MPa, but it also decreased the static 
permeability. 

. 

(iii) Ablation: Groove Depth, Te, and Peak Pressure Vs. Lambda’s 
Model 

In the case of laser ablation, we presented the variation of Λ as a function of the depth 
calculated, the electron temperature and the peak pressure.  

A very deep groove between 10µm and 20 µm resulted in the best reduction of parameter 
Λ for high induction level but the corresponding static permeability was damaged. While, 
at low induction level and for high frequency Λ showed a slight decrease with the increase 
of the depth (Figure 34). 

 

Figure 34 The variation of Lambda Model Parameters as a function of the Measured Depth for 
1.5T@50Hz (on the left) and for 0.1T@5000Hz  (on the right) in the Case of Laser Ablation. 
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We decided to correlate the variation Lambda’s model parameters as a function of the 
electron temperature and the peak pressure, both quantities are proportional to the peak 
power density, thus they showed similar behavior. It showed that the increase in the 
electron temperature decreased the value of lambda while the static permeability showed 
an optimum for mean value of Te. Similarly, the increase in the electron temperature 
decreased the excess loss and hysteresis loss and coefficient. The latter presented an 
optimum for mean value of Te.   

 

 

Figure 35 The Variation of Lambda’s Model Parameters as a function of the Electron Temperature 
for 1.5T@50Hz (on the left) and for 0.1T@5000Hz  (on the right) in the Case of Laser Ablation. 

 

 
Figure 36 The Variation of Lambda Model Parameters as a function of the Peak Pressure for 
1.5T@50Hz (on the left) and for 0.1T@5000Hz (on the right) in the Case of Laser Ablation. 
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A) Bibliography – State of the Art 
Reducing energy losses of electrical machines is a real need in the industrial world to 
maintain more efficiency and financial economics. These electrical machines mostly 
incorporate soft magnetic materials used as flux multipliers. Hence any reduction in iron 
losses of these soft magnetic materials leads to saving the energy in electrical machines. 
Nowadays, research on soft magnetic materials form an important issue with their different 
classes, properties and structures. Among these classes, grain-oriented silicon steel 
achieves a low core losses and high permeability very useful in some electrical machines 
especially in transformers. The morphology of the magnetic domains is related to the 
beneficial effects on permeability and coercivity produced by grain-oriented silicon steels 
[1] . Therefore, we will focus our study on the refinement of magnetic domains by a scribing 
laser under suitable conditions to reduce iron losses in grain-oriented silicon steel and 
trying to understand the relationship between magnetic structures of these oriented grains, 
unidirectional magnetization mechanisms and performance within a closed magnetic 
circuit. 

I. Scalar magnetic models, taking the magnetic structure into 
account: 

For a logical study of the iron losses in grain-oriented silicon steel it is necessary to 
understand each model of hysteresis and losses predictions. We will focus on the 
parameters used in each model to relate it with the magnetic structures on the one hand. 
Also, we will study the relationship between these magnetic structures and conditions of 
laser-scribing on the other hand, to optimize parameters of the laser scribing process in a 
way to control the parameters of magnetic structure responsible for the iron losses. 

1. Models for prediction of losses: 

Steinmetz’s Model: 
Steinmetz [2] considered the core loss as a result of two components: hysteresis loss and 
eddy current loss. The total loss is given by an empirical formula: 

௧ܲ௢௧= ܭ௛ .f. ܤ୬ ଶܤ .௘ . ݂ଶܭ  +       (A.1) 

where n is the Steinmetz hysteresis loss flux density exponent dependent on the type of 
material, ܭ௛ is the hysteresis coefficient experimentally calculated and ܭ௘ is the eddy 
current loss coefficient proportional to the electrical conductivity σ and the lamination 
thickness d by the following relationship:  

௘ܭ =  ௗమ గమఙ
଺

      (A.2) 

This model was limited because it only treats sinusoidal flux waveforms. Later on, many 
improvements were suggested for the Steinmetz model to overcome different limitations 
[3] [4] [5]. For several years the Steinmetz’s equation has been used for the prediction of 
iron losses but the equations do not take into account the domain’s parameters within the 
plate, so it will not help us to provide a relationship between the parameters on the 
macroscale and the magnetic structure. 

Bertotti’s Model: 
Bertotti [6] proposed a model of iron losses, which is widely used nowadays, based on the 
separation of total losses into three categories: hysteresis losses (static losses), eddy 
currents losses (classical losses) and excess losses as follows: 

P = ܲ(௛௬௦௧) + ܲ(௖௟௔௦௦) + ܲ(௘௫௖) = ݇௛௬௦௧ f ܤ௠
ఋ  + ݇௖௟௔௦௦ ݂ଶ ܤ௠

ଶ  + ݇௘௫௖ ݂ஒ ܤ௠
ఈ  (A.3) 

The identification of the hysteresis parameter ݇௛௬௦௧ and the exponent of the magnetic flux 
density δ are carried out by DC measurements (Epstein frame). The eddy current 
parameter ݇௖௟௔௦௦ is identified by the material properties known from the manufacturer's 
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material sheet and the parameter of excess losses ݇௘௫௖ is determined from measurements 
at very low frequency using the same configuration as for ݇௛௬௦௧. He developed a statistical 
model for interpretation of the eddy current losses [7]; he called Magnetic Objects (MO), 
the characteristic group of active walls clustered by the effect of the internal wall-to-wall 
correlation fields, so he considers the domain structure as ෤݊ statistical independent 
magnetic object and for grain oriented silicon steel, as our case, a single Bloch wall can be 
considered as a MO.  

Furthermore, Bertotti obtained that the excess power loss ܲ(௘௫௖) for most soft magnetic 
materials (linear material behavior) can be described by the following equation: 

ܲ(௘௫௖) = ଵ.ହ (௠ܤ݂ ) 8 ቀඥܩߪ(௪)ܵܪ଴ ቁ    (A.4) 

where S is the cross-sectional area of the material, G is the damping effect of the eddy 
current pattern which surrounds the wall, ܪ଴describes the direct pinning effect of lattice 
defects and σ the conductivity. This model is important because it includes some 
parameters of the microstructure in the equation to predict the dynamic losses. 

Inspired by the model of Bertotti for prediction of losses, some researches tried to figure 
out the influence of domain width on energy losses in soft magnetic materials [8]. 

Starting from the equation of dependency of energy losses on magnetic induction and 
magnetic field frequency in a magnetic material: 

ܲ = . ߙ  ఉܤ  . ݂ஓ.  ᇱ     (A.5)ߝ

 where α, β and γ are deterministic parameters and ߝᇱ is a random error. They noticed that 
as the intensity of the field increases, the width of domains perpendicular to the field 
decreases, while of those orientated along the field increases. Considering this fact, the 
domain width D (expressed by the ratio of widths of domains, whose magnetic moment is 
directed along the field vector, to total sample width ܦ଴) was chosen as the feature 
characterizing them. They was based on a non-standard statistical analysis of experimental 
data concerning energy losses in a Metglas 2605 TCA ribbon to express the domain width 
expected value E(D│f,B) as a function of the magnetic induction and the frequency by the 
following expression:  

E(D│f,B) = (1.632 + 0.939 . B + 0.664  . ܤଶ) .݂ି଴.ହ  (A.6) 

Thus, to link energy loss with domain they gave the expressions below for the coefficients 
α, β and γ depending on domain width expected value E(D) and the standard deviation of 
domain width σ (D)( the change of domain width at specified, fixed values of B and f) by 
a nonlinear regression method: 

α = a + b.[(ܦ)ܧ] ௗ + c.[(ܦ)ߪ] ௘    (A.6a) 

β = l + m.[(ܦ)ܧ] ௣ + n.[(ܦ)ߪ] ௤    (A.6b) 

γ = r + s.[(ܦ)ܧ] ௩ +  t.[(ܦ)ߪ] ௪    (A.6c) 

 

where a, b, c, d, e, l, m, p, q, r, s, t, v and w are reel numbers to be determined. 

To obtain the following relationship for each parameter: 

 

 α (E(D),(ܦ)ߪ)  =  10ି * 4.67ହ − 1.711*10ିସ.E(D) + 4.088*10ିଷ. (ܦ)ߪ  (A.7) 

β (E(D),(ܦ)ߪ)  = 2.5 – 2.54 * ඥ0.019 + (ܦ)ܧ . ଵ
ඥఙ(஽)

     (A.8) 

γ(E(D),(ܦ)ߪ) = ((ܦ)ߪ) * 2.557 – 3.278଴.ଵ      (A.9) 

 

So, they became able to predict the value of the loss based on these three parameters. 
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2. Model of static hysteresis: 

Jiles-Atherton’s Model: 
The Jiles-Atherton’s model [9] is a static hysteresis model based on the physical behavior 
of magnetic materials, in particular on the energetic considerations in connection with the 
displacement and deformation of the Bloch walls. The total magnetization considered as 
two contributions: reversible component ܯ௥௘௩ due to domain wall bending and the 
irreversible component ܯ௜௥௥ due to wall displacement. 

M = ܯ௥௘௩ +  ܯ௜௥௥     (A.10) 

The reversible magnetization can be written as function of the anhysteretic magnetization 
  :௔௡௛ by the expressionܯ

 (A.11)     (௜௥௥ܯ  − ௔௡௛ܯ) ௥௘௩ = cܯ

. ௦ܯ = (௘ܪ) ௔௡௛ܯ ࡸ ቀு೐
௔

ቁ      (A.12) 

with ܯ௦ the saturation magnetization, ܪ௘ the effective field: ܪ௘ = H + ܯ௔௡௛ and ࡸ ቀு೐
௔

ቁ the 
Langevin equation. The variation of the irreversible magnetization is then given by the 
following equation: 

ௗெ೔ೝೝ
ௗு೐

 = (ெೌ೙೓ ି  ெ೔ೝೝ)
௞ఋ

      (A.13) 

with δ a coefficient of value +1/-1 depending on the evolution of the field. Finally, the 
variation of the total magnetization is given by the following differential equation: 

ௗெ
ௗு

  = 
(ଵି௖)೏ಾ೔ೝೝ

೏ಹ೐
ା௖

೏ಾೌ೙೓
೏ಹ೐

ଵିఈ௖
೏ಾೌ೙೓

೏ಹ೐
ିఈ(ଵି௖)

೏ಾ೔ೝೝ
೏ಹ೐

     (A.14) 

To use this hysteresis model, 5 parameters, with some that are directly related to the 
microstructure, should be determined: 

α:  mean field parameter representing interdomain coupling, affect the remanence 
magnetization, ࢙ࡹ: saturation magnetization of the material, a:  parameter related to the 
temperature:  a = ௞ಳ்

ெೞఓబ
, affect the shape of the loop, c:  coefficient representing the rate of 

domain wall bending, affect the initial magnetization, k:  parameter representing the 
“quasi-static” mobility of the walls (related to the number of pinning sites), affect the width 
of the loop (coercive field and the remanence magnetization)  

The coercivity is determined by the amount of pinning, and hence by the parameter k. For 
this reason, the definition of this pinning parameter in units of A.݉ିଵ is preferred since the 
pinning force acts like a field opposing the prevailing magnetic field H.                                                                                                                             

Jiles suggested a numerical method [10] for the determination of these parameters 
calculated from experimental measurements of the coercivity, remanence, saturation 
magnetization, initial anhysteretic susceptibility, initial normal susceptibility, and the 
maximum differential susceptibility.  

Researchers tried to figure out the influence of microstructure on the parameters of the 
Jiles-Atherton’s model, they observed that a modification of the grain size (ϕ) or the 
dislocation density (ߞௗ)corresponds to a variation of parameters k and a. The latter must 
vary both linearly with ଵ

థ
 and must both be proportional to ඥζୢ , the remaining parameters 

  .௝ must remain constantߙ ௦, ௝ܿandܯ

The reason for assuming the parameter k as a parameter depending on grain size and 
dislocation density is that k is proportional to the coercivity Hc, and the coercivity 
predominantly depends on the grain size and the dislocations density. Also for the 
parameter a the dependence is that the parameter a should be a constant of the material 
dependent in part on the microstructure [11]. It should be proportional to the domain 
density in the demagnetized state and the domain density in the demagnetized state should 
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be proportional to the pinning site density, which, in turn, is proportional to k. This 
dependence is given by the following equations [12]: 

௝݇ = ௝݇଴(ܩଵ+ ீమ
ம
)ඥζௗ)      (A.15) 

௝ܽ = ௝ܽ଴(ܩଵ+ ீమ
ம
)ඥζௗ )      (A.16) 

were ܩଵ and ܩଶ are constants. 

Furthermore, Szczyglowski developed a dynamic extension of Jiles-Atherton [13]; he 
considered a field component ܪௗ added to the effective field caused by eddy current 
reactions. The magnetic field of the reaction is calculated from the equation: 

ሬሬሬሬሬሬሬ⃗ ݐ݋ݎ ሬሬሬሬሬሬሬ⃗ ݐ݋ݎ ௗ = − σ డ஻ܪ
డ௧

      (A.17) 

where σ is the material conductivity and B is the magnetic induction. 

3. Models of dynamic hysteresis: 

Loss Surface Model (LS): 
The LS’s model comes from the work of Chevalier and Kedous-Lebouc [14] , it is a dynamic 
behavior based on the knowledge of a surface response determined by a large number of 
measures; it is based on three parameters to represent the magnetic behavior of the sheet: 
the peak induction, the instantaneous value of the induction and its rate of evolution over 
time. The measures allow us to build or draw a surface H(B, Bm, dB/dt) under triangular 
induction with different magnitudes, knowing the couples (B, dB/dt) it is possible to draw 
the cycle B(H). The next step was a deep analysis of the dynamic phenomena that gives a 
physical interpretation for the expression of the dynamic magnetic field’s variation, the 
hysteresis cycle is therefore reconstructed by distinguishing a static contribution and a 
dynamic contribution of the magnetic field as shown in the expression: 

H(B,ௗ஻
ௗ௧

 ) = Hstat (B,historical) + Hdyn (B,ௗ஻
ௗ௧

)   (A.18) 

where Hdyn is an analytical function, approached by portions of polynomials, dependent on  
ௗ஻
ௗ௧

 and B, then the iron loss is obtained by a simple integral on the volume region: 

∫ ௩ܤ݀ ܪ      (A.19) 

The comparison between computed hysteresis loops and measured loops gives a good 
matching. Also, for his importance this model has been implemented in the FLUX 2D/3D 
post-processing code of finite elements calculation for few types of ferromagnetic 
materials. However, the differentiation in the dynamic contribution between classical losses 
caused by macroscopic induction currents and excess losses allocated in the microscopic 
local induced currents generated by the magnetic domain structure of the material and the 
displacements of the walls of Bloch is not made. 

In the dynamic LS’s model, the coefficients of the polynomial function used for the dynamic 
magnetic field are not easily and physically connected to the microscopic magnetic 
structure. Some microscopic parameters, such as the grain size, the thickness of the sheet 
and the domain’s size, are very important parameters because they are to be related with 
the laser-scribing parameters to control the microstructure. 

Raulet-Masson‘s Model: 
Raulet and Masson [15] suggested a behavioral model of dynamic properties for magnetic 
materials called the Dynamic Static Feedback model (DSF model), they introduce a 
dynamic parameter γ related, on the one hand, to the geometry of the sheet and, on the 
other hand, to the conductive dynamic properties of the magnetic material. The dynamic 
field is expressed by the equation: 

γ. ௗ஻೘ + (௠ܤ)௦௧௔௧ܪ  = ௗ௬௡ܪ
ௗ௧

     (A.20) 
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Afterwards, Raulet improved a model for magnetic diffusion DWM "Diffusion & Wall Motion" 
[16]. The idea of the DWM model is to replace the static characteristic of the material in 
the classical magnetic diffusion model by a dynamic characteristic which accounts for the 
dynamic effects created during walls motion, the magnetic field expression is similar to 
DSF model but the dynamic parameter β of DWM model is related to the structure of 
magnetic domains and to walls motion. The dynamic material law is given by the following 
equation: 

డ஻(௬,௧)
డ௧

 = ଵ
ఉ
 [H(ݕ, ,ݕ)ܤ)௦௧௔௧ܪ − (ݐ  (A.21)    [((ݐ

where the dynamic parameter β is identified with only one dynamic B(H) characteristic 
performed in any experimental conditions. Therefore, this material law represents a 
statistical behavior of the movement of the wall and considers it as isotropic and intrinsic 
to the material. 

Lambda Model: 
In his thesis [17], O. Maloberti developed a dynamic hysteresis model in which he supposed 
that the magnetic structure of the material is due to the superposition of two main 
mechanisms: the Domain Walls Displacement (DWD) and the Domain Moments Rotation 
(DMR). The model is called “Lambda Model’’ where Lambda (Λ) is the structural dynamic 
property summarizing the components of the magnetic structure (ܵఠ , ߭ఠ , ߟఠ , ݊ఠ೔ , ߛఠ ): 

ܵఠ : Wall surface 

߭ఠ: Wall velocity 

 ఠ: Wall mobilityߟ

݊ఠ : Volume density of walls 

 ఠ : Surface energy of wallsߛ

After some physical analysis, it is possible de lump the whole microscopic magnetization 
reversal processes in one dynamic magnetization property Λ. This parameter was 
introduced in the expression of the magnetic field, a dynamic contribution dependent on Λ 
added to the static field [18]:  

H = ܪ௦ + σ ߉ଶ߲௧B     (A.22) 

Λ= ට ଵ
ଶఙణ௃ೞ௡ഘ௠ഘௌഘ

     (A.23) 

where ܬ௦ is the saturation magnetic polarization,ߴ   is a number between 0 and 1 (depending 
on the polarization direction inside domains), and ݉ఠ the average walls mobility. 
 

To relate this dynamic parameter with the macroscale, the Figure 1 shows the variation of 
excess losses as a function of the frequency for different values of Λ, it is remarkable that 
for high frequencies, excess losses increase as a function of the structural dynamic 
parameter. To relate this model with our goal, we will try to study the effect of the laser-
scribing on the factor Λ, which can lead us to decrease this factor in order to decrease the 
excess losses. We also have to study the effect of this factor on the other loss components 
(hysteresis and eddy current) knowing that the static hysteresis losses might increase 
under the effect of the laser-scribing [19]. 
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Figure 1: Variation of excess losses for Λ = 0, 75, 112, 150 and180 μm as a function of the 
frequency [17] 

 

II. Scribing, domains refinement and models of magnetic 
structures 

Grain-oriented steels are formed of large grain size that leads to large magnetic domains. 
These domains produce losses resulting from the movement of domain walls under the 
action of the alternative applied field. So, the refinement of domains minimizes the rate of 
walls motion and then less energy is lost. The first studies on domains refinement were 
realized by a mechanical scratching method to reduce energy losses of steels. Therefore, 
researchers have sought to save energy, so they studied different domain refinement 
techniques (mechanical scratching [20], plasma irradiation [21], spark ablation [22]and 
laser-scribing) to visualize their influence on energy losses. 

 
Figure 2: The domains structure of 3% Si-Fe single sheet before and after laser treatment 
observed by SEM) [23] . 
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Among these techniques, the laser-scribing is an elegant non-contact method of refinement 
that shows good results for 180° domain refinement then for reducing the core loss. In 
1981, Luchi et al. [8], found a reduction more than 10% in core losses of commercial high 
permeability grain-oriented silicon steel (3% Si-Fe single sheet) at low frequency. The 
sheet was treated under optimum conditions of a Q-switched Nd:YAG laser, also the SEM 
imaging showed a change in the domains structures, in the Figure 2 the domains 
refinement is clearly visible.  

For the sake of selecting the appropriate laser parameters to attain the minimum of core 
losses, we then expose the different effects of the variation of laser parameters on 
magnetic structure and losses based on the recent results of researchers. 

4. Laser’s pulse mode: 
Petryshynets et al. [24] showed an improvement of 16% (maximum value) for a grain-
oriented Fe-3%Si steel (sheet of 30mm width, 80mm length and 0,28mm thickness) 
scribed by a fiber laser in pulse regime while the continuous regime gives a better 
improvement (38% maximum value) for the same scribe lines distances (for line distance 
4 mm, Figure 3). Noting that the power density of the laser beam in case of continuous 
regime was in the range from 12W up to 30W with step of 6W, the laser beam spot size 
was 30μm and the scribing velocity was 100mm/s. For the pulse mode, the input power of 
laser beam varied from 30 W to 240 W with a pulse duration of 100μs and 100Hz repetition 
rate. The distance between the neighboring pulses was ∆L=0,3mm. 

 
Figure 3: Dependence of the core reduction on (a) continuous and (b) pulse laser beam power and 
distance between the scribing lines [24]. 

In a comparison between the use of a continuous CO2 laser and the use of a pulsed fiber 
laser for scribing grain oriented electrical steel (sheet dimensions 300mm x 30mm x 
0.3mm) Rauscher et al. [25] found the reduction in core loss for the sample treated by the 
pulsed fiber laser (14.5% mean value) higher than for that treated by the continuous CO2 
laser (12.5% mean value) at the same line distances. Using a Nd-YAG laser set to Q-mode, 
Huang et al. [26] verified a reduction rate of 13.12% in core loss for grain-oriented silicon 
steel (30Q130, thickness 0.3mm) for optimized laser conditions (combination of pulse 
energy of 2.52 mJ, small point spacing of 0.22 mm, and small scribing spacing of 3.03 
mm).  

Therefore, Ponnaluri et al. [27] demonstrated that the use of an excimer laser scribing 
process gives beneficial effects in reducing core loss more than the use of Nd-YAG or CO2 
lasers. They were able to achieve a maximum core loss reduction of 26% for a grain-
oriented silicon steel (M-4 of thickness 0.3mm) scribed by the excimer laser (energy = 64 
mJ, repetition rate =50 Hz, spot size =1.2mmx0.7mm). However, the use of an excimer 
laser is not favorable due to his multimode aspect also the profile and the beam energy of 
this type of lasers are usually inhomogeneous, so it makes it hard to get a laser beam 
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correctly focused. 
 

5. Pulse Energy and Energy rate: 
Luchi et al. [23] studied the optimum value of pulse energy of their irradiation laser for 
better reduction in core loss. So, they figure out an experimental relation between the 
energy of the pulse and the reduction of core loss by the expression: 

∆W =  ௖భ௨
ଵା௖మ௨ 

 - ܿଷݑ     (A.24) 

where ܿ ଵ, ܿଶ and ܿଷ are constants, ∆W is the reduction of core loss and u the energy irradiated 
on the unit area of specimen. The optimum condition of u was between 0.2 and 0.3 J/cm2 
for a reduction in core loss more than 10%. By comparing two laser beam source for the 
scribing of a grain oriented electrical steel (sheet dimensions 300mm x 30mm x 0.3mm), 
Rauscher et al. [25] found a slight improvement (3%) of core loss at low laser energy ( 
E<4 J/m) as well as at high energy ( E>50 J/m) for both CO2 laser and fiber laser source. 
Therefore, the core loss was reduced by 12.5% (mean value) for the sheet treated by the 
CO2 laser and 14.5% (mean value) for the other within the optimal energy E (5 J/m<E<45 
J/m). A maximum value of reduction in core loss was attain for an energy E=13 J/m and 
E= 9 J/m respectively for the CO2 laser and the fiber laser.  

Huang et al. [26] showed an increasing in the reduction rate of core loss (sheet  thickness 
0.3 mm) with the increasing of pulse energy and they achieved a maximum reduction rate 
of 13.12% for a value of pulse energy of 2.52 mJ (at optimum conditions of an Nd-YAG 
laser Q-mode: 0.22mm point spacing and 3.03 mm scribing spacing). 

 A newly research done by Puchy et al. [28] on a sample of Fe-3.2Si grain-oriented 
electrical steel (the samples with dimensions of 30mmx10mmx0.35mm) treated by a fiber 
laser irradiation with a wavelength of 1064 nm where the scan direction was oriented 
perpendicularly to the rolling direction shows the effects of the laser-scribing on the 
microscale (magnetic domain width) and on the macroscale (coercivity) of the sample 
magnetic structure. In the process of laser-scribing, they used different number of pulses 
(1, 5, 10, 50 and 100 pulses) and for each number of pulses they varied the single pulse 
energy. They showed that the increase of the single energy pulse for the same number of 
pulses increase the magnetic domain width as well as for the coercivity. So, the lowest 
pulse energy used (0.6 mJ) was the optimum energy for decreasing the magnetic domain 
width (Figure 4) and coercivity then for decreasing the core loss. Also, they examined the 
effect of increasing the number of pulses on the sample for the same single pulse energy, 
for a single pulse a shown in the Figure 5 the surface ablation is negligible while for 100 
pulses and for 100 modulated pulses laser regime a significant surface ablation occurs. For 
a macroscale interpretation, for the same single pulse energy the coercivity decrease by 
increasing the pulse numbers from single pulse to 5 pulses for an optimum value of 0.035 
A/cm at single pulse energy of 0.6mJ (coercivity before laser-scribing was 0.057 A/cm), 
but then the increasing of the pulse numbers increases the coercivity (as shown in the 
Table 1). 

 

 
Table 1: The value of coercivity (in A/cm) for samples scribed with different laser conditions [28]. 
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Table 2: The value of magnetic domain width (in μm) for samples scribed with different laser 
conditions [28]. 

In like manner, a microscale interpretation the magnetic domain width decreases by 
increasing the number of pulses to 5 pulses and 10 pulses for an optimum value of 15±1.9 
μm at single pulse energy of 0.6mJ (magnetic domain width before laser-scribing was 
45±4.2 μm), but when they increased the number of pulses the decrease in domain width 
becomes less significant (as shown in the Table 2). 

 
 
Figure 4: MFM visualization of magnetic domains shows the decreasing of the domain width (a) 
sample without treatment (b) sample treated using a 0.6 mJ single pulse [28]. 

 

 

 

 

 

 

 

 

 

 

 
Figure 5: Normarski DIC visualization of surface morphology of laser spots created using 50 mJ 
single pulse energy within the regimes of: (a) single pulse, (b) 100 pulses, (c) 100 modulated 
pulses [28]. 
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6. Scribing spacing: 
Beside their study on the influence of pulse energy, Huang et al. [26] examined the suitable 
value of the scribing spacing of the Nd-YAG laser process for a maximum reduction in core 
loss of a grain-oriented silicon steel (30Q130 sheet thickness 0.3 mm). They found that 
increasing of the scribing spacing leads to more core loss and they selected scribing spacing 
of 3.03 mm (pulse energy of 2.52 mJ and point spacing of 0.22 mm) as an optimum value 
for the reduction of core loss 13.12%.  

Using a laser irradiation system, Kajiwara and Enokizono [29] tested the effect of the 
irradiation pitch on the reduction of the iron loss of oriented electrical steel sheets 
(thickness 0.35 mm). The results (Figure 6) showed that the rotational iron loss decreased 
about 30.5% for the sheet irradiated by the laser with an irradiation pitch between 0.25 
mm and 0.5 mm.    

 
Figure 6: Iron loss depending on Bmax and the irradiation pitch PL (Bmax = 0.1 – 1.1 T) [29] 

 

Furthermore, Petryshynets et al. [30] studied the effect of laser-scribing with a fiber laser 
in continuous mode on magnetic properties of grain-oriented steel. So, they showed a 
deterioration of coercivity for the sample scribed by the laser with a scribing spacing of 3 
mm and that is due to high intensity of thermal stress on the sample. By increasing the 
scribing spacing the coercivity decrease, the lowest value of coercivity was reached for a 
scribing spacing of 7.5 mm and laser power beam of 24 W. In the same article, they showed 
the effect of the laser scribing for these optimal conditions of laser scribing on the 
refinement of magnetic domains and on the texture of the sample: The Figure 7 shows the 
formation of complex domain structures in the vicinity of the laser scribed lines and it can 
be assumed that the degradation of domains walls takes place around the fast-heated 
zones. On the other hand the sharpness of the Goss texture of the sample showed in figure 
Figure 8 wasn’t significantly affected by the laser-scribing because the laser beam power 
of 24 W induces a slight variation of substructure parameters on the surface of contact so 
the texture of the sample after the scribing is still the same. 
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Figure 7: The domain structure of investigated GO steel: (a) without laser scribing and (b) after 
laser treatment by laser beam in continuous mode with power of 24 W. [30] 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 8: The ODF sections at φ = 45° represent the sharpness of Goss texture {110}{001} for 
sample: (a)taken from industrial line after final box annealing and(b) after treatment by laser 
beam with power of 24 W . [30] 

 

But in another article [24], they showed the effect of scribing spacing on core losses: when 
the scribing distance increase the reduction in core loss decrease and the maximum 
reduction of core loss achieved was 40% with a laser continuous laser beam of power 24 
W for scribing distance 4 mm. Here the challenge is to identify the optimum scribing 
spacing that decreases the core losses without increasing significantly the coercivity of the 
sample. 

 

7. Scribing direction: 
The scribing of a sample could be realized either in the longitudinal direction it means in 
the rolling direction of the manufactured sample or in the transversal direction it means 
perpendicularly to the rolling direction. Ponnaluri et al. [27] examined the effect of each 
scribing direction of a grain-oriented silicon steel sheet on the reduction of core loss. So, 
they found that the scribing in the transversal direction improves the core loss much better 
than in the longitudinal direction.   
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Also, Kajiwara and Enokizono [29] conclude the same result that the iron loss decreases 
with using a scribing in the longitudinal direction but this reduction is higher in case of 
transversal direction. Moreover they tested the effect of the scribing in both directions and 
they found a better improvement in iron loss up to 12.9%. In the figure below (Figure 9) 
it is clearly visible that the transverse direction (TD) of scribing creates better refinement 
in domain structures than that in the longitudinal direction (RD).      

 
Figure 9: Magnetic domain: (a) Without laser  (b) Laser direction is TD  (c) Laser direction is RD    
d) laser direction is TD+RD [29] 

 

In order to investigate the influence of laser scribing on static, dynamic, high and low loss 
component of laser scribed electrical steel, Weidenfeller and Anhalt [31] proposed a 
theoretical formula of loss that relates the dynamic losses with the classical losses (eddy 
currents) with an anomaly factor η dependent on the frequency, the relation is given by:   

ௗܲ௬௡(݂) = η (f) ௖ܲ௟(݂)     (A.25) 

 

The total power loss is the sum of the hysteresis loss, the component independent of the 
frequency, and the frequency dependent dynamic losses:  

P (f) = ௛ܲ +  ௗܲ௬௡(݂)     (A.26) 

They tested the effect of laser scribing on the behavior of the anomaly factor as a function 
of the frequency for different intensity of laser beam: for high intensity of laser used for 
scribing the anomaly factor η(f) increases, which increases the dynamic losses generated 
by domain wall movement. When they reduced the intensity of laser the anomaly factor 
decreased for the frequency between 1 and 100 Hz but then increase for higher frequency. 
Also, they showed that the high induction losses which represents the domains wall 
annihilation-recreation and the rotation of magnetic moments were increased by the laser-
scribing while the low induction losses which represents the domain wall mobility was 
decreased after the laser-scribing at low intensity. So, the reduction of total power losses 
can be realized when the increase of high induction losses is negligible in front of the 
decreasing of the low induction losses. 
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B) First Modelling of the Magnetic Behaviour: 
Once we relate the magnetic microstructure and metallurgical structure of the sheet with 
the macroscale observables on the first hand and the parameters of the laser-scribing with 
the microstructures on the other hand we become able to control the macroscale 
observables (iron losses and magnetic permeability) by applying specific laser conditions 
during the scribing process and also if it possible to suggest specific conditions during the 
crystallization process. 

 

Therefore, to estimate the influence of the main parameters of the sheet as: thickness, 
grain size and boundaries, domain size, walls density and mobility and electrical 
conductivity on the permeability and the core losses; we have selected the Pry and Bean’s 
model [32] as a first simple model. This famous domain model supposes an infinite plane 
sheet (Figure 10) formed of equal width 180° parallel domains whose magnetization lies 
in the plane of the sheet whereas their domains walls are perpendicular to it. 

Pry and Bean assume also that all domain walls move with the same velocity and they take 
three boundary conditions: the component of a current density vector normal to the 
surfaces of the sheet is equal to zero, the component of a current density vector normal 
to domains walls is continuous on each wall and the difference between tangential 
component of current density vector across each domain wall is equal to −2σߥఠܤ௦ where σ 
is the electrical conductivity, ߥఠ is the domain wall velocity and ܤ௦ is the saturation 
induction. 

Figure 10: Pry-Bean model of energy loss, sample geometry [33]. 

A study made by De Campos et al. [34] considers this same model where they found an 
expression for the optimum grain size to minimize the iron losses. 

Considering the total energy as the sum of the magnetostatic energy and of the domain 
wall energy (γ) per unit volume: 

௧ܧ = ఉ஽ఓబெೞ
మ

ீೞ
 + ఊ

஽
     (B.1) 

 . non-dimensional constant depends on the domain wall configuration [35] ߚ

And by minimizing this energy, they have obtained the domain width (D) in function of 
grain size Gs: 

D = ට ఊீೞ
ఉఓబெೞ

మ      (B.2) 

Also, they applied loss separation to study the impact of grain size; they considered the 
total loss as summation of hysteresis loss ( ௛ܲ), classical loss ( ௖ܲ௟) and anomalous loss ( ௔ܲ). 
Anomalous loss is related to the classical loss with η the anomalous factor [32]: 
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௔ܲ = ߟ) − 1) ௖ܲ௟      (B.3) 

௖ܲ௟ = ߨଶ ଵ
଺ఘ

݁ଶܤ௠௔௫
ଶ ݂ଶ     (B.4) 

 

with η ⋍ 1,63(D/e) , e the sheet thickness and ρ the electrical resistivity. 

They found that hysteresis loss is inversely proportional to the grain size and the 
anomalous loss is proportional to the square root of the grain size value, the expressions 
of losses are as following: 

௔ܲ = ܿଵܩ௦
ଵ/ଶ ଵ

ఘ
݁ଶܤ௠௔௫

ଶ ݂ଷ/ଶ    (B.5) 

 

௛ܲ = (ܿଶ+ ௖య
ீೞ

 ) B୫ୟ୶
୯  f     (B.6) 

 

ܿଵ, ܿଶ and ܿଷ are constants to be experimentally determined. 

The dependence of losses on the grain size is shown in the figure below (Figure 11), the 
values of losses are estimated for e= 0.51 mm, ρ = 20.5 μΩcm, B=1.5 T, f=60 Hz and for 

௛ܲ = 2.52 +  62.5 ( ଵ
ீೞ

) . The optimum value of grain size that gives us the minimum of total 
loss is between 100μm and 130μm.  

Figure 11: Effect of the grain size the different losses components and on the total loss (Pt). 

Looking deeply in this analysis we remark that while we increase the size of grains in order 
to decrease the losses due to hysteresis we compound anomalous losses coming from large 
domains which favorite the high mobility of the walls and vice versa. Therefore the 
reduction of the grain size during manufacturing process should be carefully chosen to 
maintain a reduction in anomalous loss more important than the useless increase in 
hysteresis loss. 

Furthermore, many study [31] [36] [37] focused on the anomaly factor of Pry and Bean’s 
model which is the factor of proportionality between anomalous loss and classical loss. This 
factor is dependent on the frequency; the dependence is given by (B.7) [31]:  
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η(f) = ( ߟ଴ − ߟஶ)݁ି(௙/௙௪)ೣ +  ߟஶ    (B.7) 

with ߟ଴ anomaly factor for frequency f →0 , ߟஶ anomaly factor for frequency f→∞ and ௪݂ 
as the inflexion point of the curve. 

They estimated the impact of laser-scribing on the behavior of this factor by comparing 
the variation of the anomaly factor in function of frequency for three sheets of grain 
oriented silicon electrical scribed with a Nd:YAG laser. The condition of the laser during 
scribing were varied for each sheet (pulse energies ܫ௟௔௦௘௥=106W/ܿ݉ଶ with line distance of 
5mm; ܫ௟௔௦௘௥= 72W/ܿ݉ଶ with line distances of 7.5mm, and ܫ௟௔௦௘௥= 9.9W/ܿ݉ଶwith laser lines 
distances of 4.0 mm while the diameter of the focal point of laser light on the samples was 
kept constant at d= 50m). 

 
Figure 12: Comparison of relative loss change of electrical sheets scribed with different laser 
intensities [31] 

 
Figure 13: Anomaly factor η for untreated electrical sheets in comparison with laser scribed sheets 
treated with different laser intensities [31] 

As shown in the Figure 12 the relative power loss decreases significantly for the sheet 
scribed with a laser at lowest frequency (9.9 kW/ܿ݉ଶ with laser lines distances of 4.0 mm) 
this decreasing is compatible with the behavior of the anomaly factor (Figure 13) in function 
of frequency for the same sheet.  



ESSIAL – Deliverable D3.1  
Magnetic Models 

29 
 

 

Inspired by the previous researches and in order to estimate the impact of different 
parameters on macroscale observables, we consider an ideal case of wall distribution in 
simple sheet geometry equivalent to the configuration of Pry and Bean’s model as shown 
in the Figure 14, the domains are oriented parallel to the field and the walls planes 
traverses all the thickness ζ of the sheet [17]. Maxwell microscopic equations were used 
to calculate microscopic induced currents and the diffusion equation of the induced current 
( ݆௘ௗௗ௬) was deduced as follows: 

∆݆௘ௗௗ௬ = μ଴σ߲௧݆௘ௗௗ௬      (B.8) 

 

Figure 14: Idealized local configuration in plan walls [17] 

Taking into account the three boundary conditions at the edge between two domains: 

݆௫ (0+,y,t) = ݆௫ (0−,y,t)     (B.9) 

݆௫ ((−2L−2ݔఠ )+,y,t) = +݆௫ ((+2L−2ݔఠ) −,−y,t)   (B.10) 

݆௬ (0+,y,t) −  ݆௬ (0−,y,t) =  −2σ ߥఠߤ଴ܯ௦    (B.11) 

 

where ݆௫ , ݆௬ and ௭݆ are the components of the induced current, σ is the electrical 
conductivity, ߥఠ is the domain walls velocity and ܯ௦ is the saturation magnetization. 

Defining ߟఠ as the wall mobility, the domain walls velocity can be given by the expression: 

ఠߥ = ఠߟ ௔ withܪ . ఠߟ  =  Пయ

ଵ.଴ହ∗ଵ଺ ఍ ఙ ఓబெೞ
 and ܪ௔ is the applied field. 

And also the related permeability (ߤ௔௣௣) in the harmonic state was calculated as a function 
of the frequency ω, the static field ܪ௦ and the domain wall parameters (the wall mobility 
ఠ and the wall density per unit length  ݊ఠߟ =  :with the following expression ((ܮ2)/1

 

௔௣௣ߤ =  ஻
ுೌ

 = 
ଶఓబெೞ௡ഘ ఎഘ ቀ ଵି ಹೞ

ಾೞ
 ቁ ା  ௝ఓబఠ 

ଶ௡ഘ ఎഘுೞ ା   ௝ఠ
    (B.12) 

 

The total loss is as follows:  

P = ∬ ∬= ݕᇱ݀ݔ݀(ଶܬଵିߪ)  ௔  (B.13)ܪఠߥ௦ܯ଴ߤ ߞ 2 = ݕᇱ݀ݔ݀ ܤ௔ ߲௧ܪ
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We studied the impact of some parameters (electrical conductivity, sheet thickness and 
wall mobility) on the permeability of the sample and core losses. 

The Figure 15 illustrates the variation of this permeability, relative to the static permeability 
at zero frequency ref, as a function of the frequency for different wall densities. It is clear 
that the increasing in the value of wall density increase the value of the permeability at 
significant frequency (>25Hz). 

The term of conductivity appears in the expression of the wall mobility which is inversely 
proportional to the conductivity, so when the electrical conductivity σ increases the wall 
mobility ߟఠ decreases and then the permeability as a function of the frequency decreases 
as shown in the Figure 16. Also the wall mobility ߟఠ is inversely proportional to the 
thickness of the sheet, the permeability decreases in function of the frequency while 
increasing the thickness ߞ (Figure 17). 

Figure 18 shows that the increasing in domain walls density decrease the value of losses 
as a function of the frequency, therefore increasing the value of the sheet thickness shows 
an increasing in losses (Figure 19) also the same conclusion for the dependence of electrical 
conductivity; losses increases as a function of frequency while increasing the value of the 
electrical conductivity (Figure 20). 

 
Figure 15: Variation of the permeability (abs( ఓೌ೛೛

ఓೝ೐೑
 )) in function of the frequency for different wall 

density. 
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Figure 16: Variation of the permeability (abs( ఓೌ೛೛

ఓೝ೐೑
 )) in function of the frequency for different values 

of electrical conductivity. 

 
Figure 17: Variation of the permeability (abs( ఓೌ೛೛

ఓೝ೐೑
 )) in function of the frequency for different values 

of the sheet thickness. 
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Figure 18: Power losses (W/kg.ܶଶ) in function of the frequency for different values of domains wall 
density. 

 
Figure 19: Power losses (W/kg.ܶଶ) in function of the frequency for different values of sheet 
thickness 
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Figure 20: Power losses (W/kg.ܶଶ) in function of the frequency for different values of electrical 
conductivity. 

 



ESSIAL – Deliverable D3.1  
Magnetic Models 

34 
 

C) First modelling of the Surface Magnetic 
Structure – Surface magnetic model 1 

 
I. Context and brief summary of the state of the art for the 

laser irradiation refinement process 
 
The existence of magnetic domains and walls constituting the magnetic structure of a soft 
magnetic materials has been demonstrated since approximately 1969, thanks to studies 
from P. Weiss and Bitter [38] [39] It is well known that magnetization curves, hysteresis 
and iron losses in soft magnetic materials are due to several magnetization reversal 
mechanisms, such as the magnetic domains walls pinning, displacement, bowing, 
multiplication, fusion, nucleation and the domains magnetic rotation. Therefore, the shape 
and size of magnetic domains and the density, area and mobility of domains walls have 
got a significant impact onto the magnetic behavior, and especially the iron losses [32]. 
 
Research on the laser scribing and irradiation process on electrical steels has started at the 
end of the 20th century. Some first interesting results showing an impact of the scribing 
process onto the magnetic domains refinement can be found in [40] [41]. First processes 
were performed with the mechanical ball scribing [42]. Then, the development of new 
technologies such as the laser technologies made it possible to improve the scribing 
process. These technologies must limit the metal deforming or the insulating coating 
damaging. The laser process has been mainly investigated and implemented for the surface 
irradiation technique on some GO SiFe materials with specific thicknesses. Various 
techniques have been proposed, some use continuous lasers [27] [25], the others use 
pulsed lasers [43] with wavelength around 1 m and short pulses from 500 fs to 200 ns. 
In practically, the whole papers, the laser irradiation process is dedicated to the magnetic 
domains’ refinement; and Most of laser patterns investigated correspond to straight lines 
perpendicular to the rolling direction in GO 3% SiFe alloys. 
 
In the ESSIAL project we would like to: 
 

a) use new monomodal new technologies of pulsed NdYag lasers working in the 
infrared zone for the magnetic domains’ refinement techniques; 
 

b) investigate various laser techniques including the irradiation process (mainly 
thermal effects), the scribing process (grooves and thermal effects) and the ablation 
process (mainly creation of grooves). In each case, we identify and estimate the 
Heat Affected Zone (HAZ) and thermal stress (T), the matter ablation thresholds 
and material removal zone (MRZ), the Residual Stress Zone (RSZ) and value (m) 
(see deliverable D2.5. (version 1 at M5) and deliverable D3.1 (version 2 M19)); 
 

c) implement the laser scribing concept either before or after the insulating coating 
process, depending on the laser treatment, when this is possible. This may provide 
solutions to enhance the benefits of the domains refinement process without 
damaging the coating (laser refinement process); 
 

d) optimize various laser patterns geometry (1D lines, Spots & 2D lines) dedicated to 
the located, oriented and selective domains refinement; 
 

e) adapt a laser treatment before the 2nd recrystallization of GO materials to 
investigate the differential growth of non-oriented or oriented grains (laser 
texturization process). 
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f) carry out a sensitivity analysis to the thickness of material and to the nature and 
quality of various alloys (GNO SiFe or GO SiFe, other non-textured or textured 
materials). 

 

Control of the process requires to first optimize the laser parameters (spot size, peak 
power, pulse energy, duration and repetition frequency, scanning speed, …) to get any 
desired scribing lines [30] [44]. It is then necessary to specify the optimal lines to maximize 
the dynamic loss reduction due to walls motion and by minimizing the static hysteresis loss 
increase due to pinning effects [36]but still favoring the walls activation and nucleation 
[45]. Most studies are essentially practical with magnetic measurements and microscopic 
observations for various laser parameters [28]. The theory called micro-magnetism [46] 
can be used to describe the rotation of polarization within a wall, including the calculation 
of the walls thickness. This method can also be used to describe the domain wall spacing 
but for very few domains and in a perfect crystal [47] or around small defects [34]. Other 
authors also experimentally studied the impact of the surface crystallographic texture onto 
the magnetic structure [48]. 

 
In the ESSIAL project, WP3 (Physical studies), task 3a (magnetic studies), we plan to: 
 

1) model the magnetic structure and its relationship to the laser patterns parameters 
 

2) model the magnetic behavior and losses and its relationship to the magnetic 
structure 
 

3) characterize, measure and identify the useful magnetic properties 
 

4) correlate the theoretical results with the experimental results and validate 
 

5) help the specification of the laser patterns characteristics 
 

In this chapter, we focus on a method to help the specification of the best laser patterns 
to optimize later the magnetic performances (magnetic permeability, coercive force, power 
losses). To do so, we investigate a theoretical tool to estimate statistically the impact of a 
laser scribing or irradiation pattern onto the main parameters that define a magnetic 
structure at zero external magnetic field, with magnetic domains and walls, more especially 
the domains wall spacing. 
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II. Soft magnetic materials and the laser scribing or irradiation 
process 

 
Before analyzing the impact of any laser scribing or irradiation process, we must 
understand the magnetic structure of soft magnetic materials. So, we suggest first 
introducing what a magnetic structure and its origins are. Magnetic domains and walls and 
the corresponding energies will be briefly defined. Then, we must consider the laser 
induced modifications within the magnetic material such as the magnetic poles, the closure 
domains and other walls bowing and pinning effects. Then, in the next section, we will look 
for a quantified energy formulation that allow a sensitivity analysis according to the typical 
shapes and dimensions of magnetic domains as a function of both the materials’ intrinsic 
properties, its geometry and more precisely some first laser pattern parameters. 

 

8. Description and origin of the magnetic structure 
Soft magnetic materials have got two main characteristics: they can be magnetized and 
demagnetized very easily with a weak coercive force and they show a very low remanence 
at zero magnetic field applied. These characteristics cannot be obtained by a homogeneous 
magnetization or polarization. Due to several energy contributions and the energy 
minimization principle, the material prefers to organize itself in several volume areas called 
magnetic domains (see arrows in blue in Figure 21 and Figure 22) homogeneously 
magnetized in different directions and separated by a thin boundary called magnetic wall 
(see grey boundaries in Figure 21 and Figure 22) where the polarization rotates. 

 

 
 

Figure 21: What is a magnetic structure and a magnetic domain? What are the magnetization 
mechanisms? What is the link between the magnetic hysteresis and the iron losses and the 

magnetic structure? 
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Figure 22: What is a magnetic wall ? Some walls examples (90° and 180° walls). 

The main energy contributions that are at the origin of a magnetic structure are called the 
magneto-crystalline anisotropy energy, the magnetic exchange energy, the magneto-static 
demagnetizing energy and the magnetoelastic energy [49]. These last will be detailed and 
used in the present surface model afterwards. In case of non-closure domains configuration 
with magnetic poles (see Figure 24), The magneto-static demagnetizing energy usually 
increases with the size of non-closure domains. In the case of closure domains 
configuration (see Figure 24), The anisotropy energy also increases with the size of 
domains (see definition of a closure domain in the next sub-section). The sum of the 
anisotropy and exchange energy increases with the walls number or walls density, which 
is inversely proportional to the size of domains. As a result, the material chooses a 
compromise by creating domains and walls with size and density that minimize the global 
energy. The aim of the first surface magnetic model presented below is to describe this 
compromise and to analyze the impact of a surface laser treatment on any improvement 
of this energy balance that should lead to performances enhancement. 
 

9. Role of the laser processes 
 
Then, we consider the effect of the laser treatment on the material at different locations. 
In parallel to the theoretical study, some experimental trials and characterizations have 
been carried out to analyze the relationship between some laser parameters (laser power, 
spot size, laser pulse duration and repetition frequency, scanning speed, …) and its impacts 
on the topography or/and the stress level with the affected zone and finally the magnetic 
structure around the laser impacts and the corresponding macroscopic properties (dots or 
lines, cf Deliverable D2.5. previous sections and Figure 23). Thus, it will be possible to 
adjust the laser parameters that are able to affect positively the material surface. Selection 
can be done thanks to complementary analysis carried out by optical, metallurgical and 
magnetic observations. We suggest first eliminating all the solutions that damage 
significantly the surface with melted phases and re-deposition of droplets, too large, 
inaccurate or irregular spots or grooves, too big deformations and flatness damaging or 
insulator damaging (see deliverable D2.5. for details). The best parameters estimated must 
be investigated further with additional observations carried out by the metallurgists, 
physicists and thanks to the XRD, MFM and the MOKE imaging techniques (see deliverables 
D2.2., D2.3. and D3.2.). At the end, even the parameters selected must be confirmed 
thanks to macroscopic magnetic measurements of the permeability, the losses and the 
hysteresis cycles (see deliverable D3.2., measurements done with the SST). 
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Figure 23: Laser impacts parameters for the three laser processes: irradiation, scribing, ablation. 

Then, it will be proposed additional trials with specific patterns and the goal of the present 
modeling is to help defining the laser process and patterns specifications in case of 
irradiation (Heat Affected Zone HAZ width ’ and depth p’, thermal induced stress T) or in 
case of scribing/ablation (Material Removal Zone MRZ width  and depth p, Stress Affected 
Zone RSZ width ’ and depth p’, Laser Induced Shock Wave stress m). To complete the 
patterns definition, we also have to specify the characteristic size of each pattern: for 
example, the dots or/and line spacing (dDL for lines perpendicular to the rolling direction 
and dDT for lines perpendicular to the transverse direction) (see Figure 24). 
 
In the following, we would like to describe the main interesting consequences of the laser 
scribing zones within the magnetic structure. We assume that the magnetic property inside 
the treated zone is affected such that the magnetic polarization is either greatly reduced 
or misoriented. It is thus important to limit the volume of these scribing zones so as neither 
to weaken significantly the global magnetic saturation of samples nor to jeopardize the 
insulation properties of the coating. We therefore propose to assume that the laser can 
affect very locally the magnetic polarization and permeability of the material such that it 
disturbs the domains and walls by making the two following assumptions: 
 

(i) laser « scribes » modify very locally the magnetic properties such that the 
polarization is greatly reduced (scribing or ablation with MRZ) or disoriented 
(thermal or mechanical stress induced anisotropy inside the HAZ or the RSZ) 
inside the affected zone  

 
(ii) laser patterns create located closure domains (mainly due to the stress induced 

anisotropy) or magnetic poles (mainly due to the creation of grooves) at the 
vicinity of the lines or the grooves that will define one dimension of surface 
magnetic domains due to an energy minimization principle. 
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Figure 24: definition of laser patterns parameters (example with lines) and its impact onto the 
magnetic structure, especially the magnetic walls spacing L. 

a. Magnetic poles and equivalent charges 
 
A magnetic pole appears at an interface between two different materials when the angle 
between the magnetic polarization J and the unit vector n normal to the interface is 
different from zero. The equivalent magnetic charge Jn is defined as the result of the dot 
product Jn between J and n. When the anisotropy is very strong, the material won’t create 
closure domains that cost a huge amount of energy and it prefers to keep domains oriented 
along easy axis. As a consequence, magnetic poles Jn can appear at different locations: 
 

i) At the vicinity of grain boundaries between two misoriented grains of angles 1 
and 2 with the boundary normal direction: 

݊ܬ = ଵߠݏ݋ܿ)ܬ −  ଶ)    (C.1)ߠݏ݋ܿ
 

ii) Magnetic poles can also appear at the surface of an electrical sheet if the easy 
axis of the grains is not tangential to the surface but with an angle s to the 
normal direction (s=/2 for perfectly oriented grains). 

݊ܬ =  ௦      (C.2)ߠݏ݋ܿܬ
 

iii) And of course, magnetic poles can appear at the vicinity of the area affected by 
the laser (see Figure 24). Considering one magnetic domain that goes from one 
line to another, positive magnetic poles can appear at one extremity against one 
line and negative magnetic poles will appear at the other extremity against the 
other line. In case of scribing lines with an angle DL against the rolling direction, 
we’ve got a succession of positive and negative magnetic poles all along each 
line. 

݊ܬ =  (C.3)     (஽௅)ݏ݋ܿܬ
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In the following section, we will focus on the magnetic poles generated by the lasers, 
keeping constant the magnetic poles generated by the grain boundaries and the surface. 
These last will be included in the 2nd version of the surface magnetic model (next update). 

b. Closure domains 
 
Magnetic poles contribute to a certain amount of energy called the magneto-static 
demagnetizing energy. The latter come from the interaction at long distance between 
magnetic poles. When the anisotropy of the material is not so high, and the magnetic poles 
are close to each other, closure domains cost less energy than the demagnetizing energy 
and then the material prefers to create closure domains (see Figure 25). 
 

 
Figure 25: The five types of interaction between grain boundaries and domain walls, shown in order 
of increasing magnetic pole density at the grain boundary (Tobin and Paul, 1969 [55]). 

 
As a consequence, different kinds of closure domains can appear at different locations: 
 

i) Either 180° or 90° closure domains can appear at the vicinity of grain boundaries 
between two misoriented grains (see Figure 26) 
 

ii) 180° and 90° Lancet domains can also appear at the surface of an electrical 
sheet if the easy axis of the grains is not perfectly tangential to the surface but 
with an angle  to the normal direction (see Figure 27). 
 

iii) Either 180° or 90° closure domains can finally appear at the vicinity of the area 
affected by the laser (see Figure 28). 
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Figure 26: Closure spike-like 180° and 90° domains around defects and grain boundaries [56]. 

 
Figure 27: Surface Lancet 180° and 90° closure domains and « tree pattern » of 90° closure 

domains [57, 58]. 

 

 
Figure 28: Surface 180° and 90° closure domains due to laser stress induced anisotropy and 

magnetostriction [59, 60]. 

 
In the following section, we will focus on 90° closure domains generated at a specified 
depth by the laser, due to either the grooves (scribing / ablation) or the thermal effects 
(irradiation / scribing), keeping constant the effect of surface and grain boundaries. Surface 
and grain boundaries will be included in the second version of the surface magnetic model 
(next update). 
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c. Walls pinning, nucleation and multiplication 
 
Of course, adding some scribed or engraved patterns on the surface of a material may 
create some defects which will probably affect the static motion of magnetic walls. Defects 
usually act as pinning sites that prevent the walls to move at low speed and so increase 
what we call the static hysteresis losses and the static coercive force. At low frequencies, 
the walls will jump from one defect to another and induce additional loss. At the same 
time, the walls will require a highest field to detach from one defect and contribute to the 
magnetization reversal mechanism. On the contrary, some defects can become nucleation 
or activation sites, i.e. the location where walls can be either created by the presence of 
magnetic poles or activated by the presence of small walls around closure domains. It is 
then necessary to specify the optimal laser patterns type and geometry (first lines type, 
width, depth and spacing) to maximize the dynamic loss reduction due to walls motion and 
by minimizing the static hysteresis loss increase due to pinning effects [36] but still favoring 
the walls activation and nucleation [45]. 
 
Now we will introduce the main energy contributions and corresponding material properties 
that will be used for our first model. Then a sensitivity analysis to the size of domains (or 
equivalently the walls spacing and density) will be proposed. Finally, we would like to be 
able to consider the different patterns of the laser treatment to theoretically estimate its 
impact on the re-organization of the magnetic structure within the quasi-static working 
conditions first. 
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III. Energy contributions and magnetic properties involved 
 

1. Magnetic exchange energy 
 
First of all, the main magnetic ordering property of a material is determined by its exchange 
interaction energy between magnetic moments carried by the atoms and due to their 
particles spins at the atomic scale [50]. This interaction is in theory acting at a long 
distance between the whole magnetic moments of a sample, but it is possible to consider 
only the interaction between the closest neighbors without loss of generality. In any case, 
this energy increases when the magnetic polarization is rotating, forming an angle between 
the neighboring magnetic moments. On the contrary, the exchange energy becomes nil for 
homogeneous magnetic polarization, i.e. with parallel magnetic moments all orientated in 
the same direction. That is the reason why soft magnetic materials will create domains 
with constant magnetic polarization and for which no exchange energy has to be 
considered. Nevertheless, to be able to achieve a non-magnetized state, the material also 
creates magnetic walls between the domains, for which the polarization is rotating (see 
Figure 22) and so the exchange energy has to be considered inside the walls. Thus, for soft 
ferromagnetic materials with large domains and very thin magnetic walls with only one 
rotation of freedom, it is possible to approximate the exchange energy density eex [J.m-3] 
by the one due to neighboring magnetic moments [47] and given by (C.4). More general 
expressions can be used with two or three rotations of freedom. 
 

݁௘௫ = ൯ଶߠ௘௫൫߲௬ܣ
     (C.4) 

 
Where Aex [J.m-1] is called the macroscopic exchange coefficient (linked to an exchange 
integral calculation),  is the angle between magnetic moments and one fixed direction 
along the wall (the magnetic easy axis for example, see next section), y is the direction 
perpendicular to the wall (see Figure 22). The material property Aex can be related to the 
Curie temperature Tc [50] thanks to equation (C.5). 
 

ܶܿ ≈
ݔ݁ܣ0ܼܽ

ܤ6݇
      (C.5) 

where 
Tc is the Curie temperature (Tc=1043 K for Fe) 
Z is the Atomic number (Z=26 for Fe) 
a0 is the lattice parameter (2.86 Angström for Fe) 
kB is the Boltzmann constant (kB=1.38e -23 J.K-1) 
This leads to ܣ௘௫ ≈ 1.2݁ିଵଵ ି݉ܬଵ for the iron (Fe) (see Table 3) 
 

2. The magneto-elastic and self-magnetostriction energy – Stress 
induced anisotropy and magnetic induced stress 

 
In most general cases, we will have to consider the magneto-elastic or magnetostriction 
energy and its corresponding coefficients. There are two kinds of magnetostriction: the 
self-magnetostriction (Direct magnetostriction Joule effect) and the stress induced 
magnetostriction (Inverse magnetostriction Villari effect) [61]. 
 
The self-magnetostriction corresponds to a magnetization induced strain in a material with 
free conditions. For fixed limit conditions, like in our case, the strain turns into a 
magnetization induced stress. It leads to a magneto-elastic contribution e to the 
magneto-crystalline anisotropy energy density even without any external stress applied to 
the material (this effect called the Joule E effect is due to a strain induced by the 
magnetization). Positive magnetostriction corresponds to a positive strain and negative 
stress along the magnetization, negative magnetostriction means a negative strain and 
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positive stress along the magnetization. 
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where 
C11, C12 and C44 are the Hooke elastic constants of the isotropic material [J.m-3Pa]. 
(C11 and C12 correspond to the tensile constant C44 to the shearing constant). 
100 and 111 are the lattice magnetostriction strains in [100] and [111] directions [n.u.]. 
i is the angle between the magnetization or polarization and the direction i [rad]. 
 
The stress induced magnetostriction corresponds to a change in magnetization due to the 
stress. It leads to a stress induced anisotropy energy e related to magnetostriction (this 
effect called the Villari effect generates an additional stress induced magnetostriction 
energy). Positive magnetostriction means that magnetization along an expansive stress 
costs less energy than transverse to the expansive stress. Thus, magnetization along a 
compressive stress costs more energy. Magnetic domains along an expansive stress are 
favored. Negative magnetostriction means that magnetization along an expansive stress 
costs more energy than transverse to the stress. Thus, magnetization along a compressive 
stress costs less energy. Magnetic domains along a compressive stress are favored. 
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where 
ii and ij are the mechanical tensile and shearing stresses [Pa]. 
 
The whole magnetostriction effects have to be considered 

 Before the coating and the surface laser treatment: In the whole material submitted 
to a rolling process that can generate a residual stress 

 After the coating and before the laser treatment: between the metal and the coating 
that can exert a residual stress due to different thermal expansions 

 During and after the surface laser treatment: in the HAZ (Heat Affected Zone) and 
the RSZ (Residual Stress Zone) where a heat induced stress can gradually change 
the magnetic properties without cancelling it as is assumed in (i) and (ii). 

 

3. Magneto-crystalline and macroscopic anisotropy energy 
 
The whole possible magnetization directions in a crystal are not equivalent. It is easier to 
align the magnetic polarization along some specific crystallographic axes called easy axis. 
Thus, the magneto-crystalline anisotropy energy is minimum in these directions. That‘s 
why, most domains contain a positive or negative magnetic polarization which is always 
aligned to one easy axis. For these well oriented domains, no anisotropy energy has to be 
considered. On the contrary, closure domains can generate a significant amount of 
anisotropy energy when the magnetic polarization isn’t aligned to one of the easy axis. 
Nevertheless, to be able to achieve a non-magnetized state, the material also creates 
magnetic walls between the domains, for which the polarization is rotating (see Figure 22) 
and so the anisotropy energy has to be considered inside the walls. For example, at the 
microscopic crystallographic scale, in cubic crystalline grains (Fe and Ni), easy axis 
correspond to directions of the edges ((100), (010) and (001) for Fe) or directions of the 
diagonals ((111) for Ni).  
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(i) Metallography, texture, residual stress and macroscopic anisotropy 

 
Most materials are polycrystalline materials with several misoriented or partially 

oriented grains with different shapes and dimensions. The crystallographic texture of the 
material also defines the direction and rate of grains orientation. As we know, significant 
amounts of energy have to be considered due to the grain boundaries between the grains. 
These contributions contain both the located magneto-crystalline energy of closure 
domains and magneto-static energy due to magnetic poles at the boundaries. Thus, these 
contributions depend on the texture and the grains’ shape, orientation and dimension. 
Moreover, the metallurgical processes (rolling, flattening and coating processes) may 
generate residual stresses inside the material despite stress releasing annealing used 
during the manufacturing. We know from previously that any residual stress can change 
the magnetic anisotropy energy called magnetostriction stress induced anisotropy. 
As a consequence, the effective macroscopic anisotropy energy does not come only from 
the microscopic magneto-crystalline anisotropy but also from the texture, the grains’ 
shape, orientation and dimension and finally the residual stress induced by the 
metallurgical process. 
In the following, we assume that all microscopic effects can be lumped in an equivalent 
macroscopic anisotropy coefficient Kan that may differ from the first order magneto-
crystalline anisotropy constant K due to the texture, metallography and residual stress 
inside the material. In case of the macroscopic uniaxial anisotropy, Kan is approximately 
given by (C.8) 
 

1,݊ܽܭ = 1ܭ − 9

4
൫(11ܥ − 100(12ܥ

2 + 44111ܥ
2 ൯ + 3

2
100൫ߪ௥// − ௥൯ߪ − ௗ଴

ିଵܬ௦
ଶ  (C.8) 

  
where 
K1 is the first order magneto crystalline anisotropy constant 
r// and r are the manufacturing residual tensile stresses along the magnetic easy axis 
and perpendicular to the easy axis respectively.  
d  /g is the demagnetization factor dependent on the grains’ shape, dimension g and 
disorientation angle  
 
In some polycrystalline materials and depending on the crystallographic texture (main 
orientation of grains) such as the GOSS texture, only one equivalent easy axis is more 
interesting and important than the others; this last can be described with the uni-axial type 
of anisotropy. For hexagonal crystalline grains (Co), easy axis corresponds to only one 
direction (001). We call it a uni-axial material. 
 
 

(ii) Uniaxial anisotropy 
 

For uniaxial soft ferromagnetic materials with one main magnetic easy axis at the 
macroscopic scale (majority of NGO and GO SiFe steels, polycrystalline Co alloys,), it can 
be proposed to approximate close to the easy axis the macroscopic anisotropy energy 
density ean [J.m-3] only by its changeable part and by the equation (C.9). 
 

݋ݎܿ݅݉,݊ܽ݁ = ߠଶ݊݅ݏ1ܭ + ߠସ݊݅ݏ2ܭ
sin 1≫ߠ
ሳልልሰ ݁ܽ݊ ≈  (C.9)   ߠଶ݊݅ݏ1,݊ܽܭ

 
Where Kan,1 [J.m-3] is called the macroscopic anisotropy constant and  is the angle between 
magnetic moments and the most important magnetic easy axis (see Figure 22). For NGO 
and GO SiFe steels  we have approximately ࢔ࢇࡷ,૚ ≈ ૛ࢋ૝ ࡶ. ૚,࢔ࢇࡷ ૜ andି࢓ ≈ ૝. ૞ࢋ૝ ࡶ.  ૜ି࢓
respectively (see Table 3). 
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(iii) Cubic anisotropy 
 
For some soft ferromagnetic materials with cubic anisotropy, one main magnetic easy axis 
(polycrystalline FeNi and FeCo alloys, pure polycrystalline Ni and Fe alloys), it can be 
proposed to approximate close to the easy axis the magneto-crystalline anisotropy energy 
density ean [J.m-3] by equation (C.10). 
 

݁ܽ݊ = 1ܭ ቌ ෍ cos2 ݅ߠ cos2 ݆ߠ
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3
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Where 
Kan,1(2K1-K2) is called the first order macroscopic anisotropy constant [J.m-3]. 
Kan,1(-(K1+K2)ij + K2) is called the second order macroscopic anisotropy constant [J.m-3]. 
i is the angle between magnetization and the easy axis i (see Figure 22). For 
polycrystalline pure Fe and Ni alloys we  
 

(iv) others 
For other types of anisotropies, it is necessary to improve the model by taking into account 
more realistic anisotropy energies with several easy axis. 
 
 

4. Demagnetizing energy or shape anisotropy energy 
 
The magneto-static demagnetizing energy is closely linked to the internal demagnetizing 
field created by the magnetization variations in space. The latter can result from two 
contributions. One comes from the non-divergence free magnetic polarization inside the 
volume of a material. This energy contribution is always minimized and cancelled inside 
soft magnetic materials thanks to the domains and the walls. Another contribution comes 
from the magnetic interaction energy between magnetic poles, analogous to the interaction 
energy between electric charges. This dipolar magnetic energy acts at a long distance 
between the whole magnetic poles of a sample, but it is sometimes possible to consider 
only the interaction between the closest neighbors without loss of generality. Let’s consider 
two distributions of magnetic poles of size a*b and A*B respectively and separated by a 
distance r = (X2+Y2+Z2) (see Figure 33). 

 
Figure 29: Scheme of the two magnetic poles example with two distributions a*b and A*B of 

equivalent magnetic charges. 

Then, the demagnetizing energy between these two magnetic charges distributions is 
defined by the following integral calculation (see equations (C.11) and (C.12)). Jn and Jn’ 
are supposed to be the magnetic charges of pole a*b and A*B respectively. The constant 
0=4e-7 H.m-1 is the magnetic permeability of the air. In case of cartesian coordinates 
and magnetic poles with rectangular shapes, the result can be expressed by (C.13) [51]. 
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where 

ܷ = X + (−1)௜ ܣ
2

− (−1)௝ ܽ
2
 

ܸ = Y + (−1)௞ ܤ
2

− (−1)௟ ܾ
2
 

ܹ = ܼ 
ܴ = ඥܷଶ + ܸଶ + ܹଶ 

 
Nd is called the shape demagnetizing factor. It depends mainly on the geometry formed by 
the two magnetic poles with magnetic charges distributions a*b and A*B. 
 

5. The Zeeman interaction energy with the external field 
 
It is first proposed to explain the role played by the laser scribing with the magnetic poles 
and closure domains on their own, even without any external magnetic field applied. The 
first surface model is dedicated to a zero-field energy minimization principle in order to 
forecast the magnetic structure at a static equilibrium. 
Before including the magnetic field coupling, we must understand the coupling between 
the volume magnetic structure (see next section) and the surface magnetic structure (see 
present section and next update). The magnetic field coupling will be then considered 
thanks to a dynamic limit condition for the surface and volume model (see next update). 
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6. Magnetic parameters 
 
To sum up, in soft magnetic materials we mainly have to consider the following physical 
constants and materials properties (see Table 3, Table 4 and Table 5, [57]). 
 
Table 3: magnetic parameters in some polycrystalline magnetic alloys 

 J=Js  Kan,1  Kan,2  Aex  100 111 
 [T] [J.m-3] [J.m-3] [J.m-1] *1e-6 *1e-6 

GNO SiFe 2.1 1.2-2.25 e4 - 1.19 e-11 23.7 -4 
GO SiFe 3% 2.1 3.0-5.4 e4 - 1.19 e-11 23.7 -4 

Ni50Fe50 1.6 -7000 -40000 tbd 7 28 
Fe50Co50 2.3 3300 -18000 tbd 125 50 

Fe (poly.) 2.19 42000 15000 1.19 e-11 20 -15.7 
Ni (poly.) 0.65 -4500 5300 6.74 e-12 -58 -24 
Fe30Co70 1.8 -45000 5000 1.58 e-11 125 50 

 
 

Table 4: Magnetic ordering in pure magnetic elements [57] 

 Z a0 [Angström] Tc [K] Aex [J.m-1] 
Fe (cc) 26 2.8 1043 1.19 e-11 
Ni (cfc) 28 2.75 627 6.74 e-12 

Co (hexagonal) 27 2.7 1388 1.58 e-11 
 

Table 5: Magnetocrystalline anisotropy in pure magnetic elements [57] 

 J=Js [T] K1 [J.m-3] K2 [J.m-3] Aex [J.m-1] 

Fe (cubic) 2.1 54800 1960 1.19 e-11 
Ni (cubic) 0.65 -126300 57800 6.74 e-12 
Co (hex-c) 1.8 760000 100500 1.58 e-11 

 
 
We must keep in mind that some significant discrepancies are often observed between the 
microscopic properties of pure magnetic elements (Fe, Ni, Co) and the macroscopic ones 
in various alloys or compound made from these elements (GNO SiFe, GO SiFe, Cubic NiFe, 
NO FeCo). This difference is very sensitive to the composition, grains, residual stress and 
the texture. 
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IV. First test case and modelling 
 

First, let’s define the reference frame (x,y,z). In the following, we consider the surface 
of a laminated sample with thickness e= along x. We focus mainly on what happens on 
the surface (y,z) of the sample submitted to a homogeneous laser treatment. We will study 
one laser pattern example and two magnetic structure examples with generalizations if, 
and when, it is possible. The test case is first introduced. Then, we focus on one domain 
(single domain configuration). Finally, we extend the calculation to M*N domains (multi-
domains configuration), giving more importance to the closest neighboring domains. 
 

1. Test case studied and laser patterns parameters 
 

We suggest first studying the case of lines scribed with a laser and its parameters 
defined in Table 4. The direction y corresponds to the direction of laser lines. The lines are 
parallel to each other with a certain line spacing d along z. The lines have got a certain 
width along z ( or ’) and depth along x (p or p’) (see Figure 23). 
In parallel, we consider a magnetic structure with parallelepipedal domains for which the 
magnetic polarization J is uniform. J is the angle between the laser lines and the magnetic 
polarization of domains. The main easy axes can be parallel to z but can also have another 
orientation defined by the unit vector uan. For non-closure domains, the first polarization 
orientation studied is the one parallel to the main easy axes uan, so that J is also the angle 
between the laser lines and the easy axis uan in this case. Magnetic walls between domains 
can either be orientated like the polarization J (case of classical 180° walls) or in another 
direction defined by W. The latter is the angle between the laser lines and the direction of 
walls. We do not detail in this first model the defects, grains, the mean grain size and the 
grain boundaries. Nevertheless, these metallurgical parameters are considered inside the 
equivalent macroscopic anisotropy. We assume in this first analysis that everything 
happens like if each domain would establish itself from one line to another without 
interruption, but in a material with a macroscopic anisotropy that is different from the one 
at the microscopic scale between the grain’s boundaries. In the following, we estimate the 
main energy contributions of one typical magnetic structure defined by some geometrical 
parameters (see Table 6) and represented in Figure 30 (single domain configuration) and 
Figure 31 (multi domains configuration). 
 
Table 6: laser pattern parameters 

Magnetic 
structure 
parameter 

Laser 
parameter 

Metallurgy Description 

Kan - r rolling and coating initial residual stress 
Kan  - g typical grain  
Kan  -  texture – disorientation angle 
(a) MRZ or p - depth of the MRZ (grooves due to laser) 
(a’) HAZ or p’ 

RSZ or p’ 
- depth of the HAZ within the laser lines  

 T - laser induced stress due to thermal effect 
 m - induced stress due to laser shock wave 
(a) - e thickness of the sample 
L (b) - width of the magnetic domains 
(c) d - distance between lines scribed by laser 
()  - width of the MRZ within the laser lines 
(’) ’ - width of the HAZ or RSZ within the laser lines 
J J - angle between lines and the polarization 
w w - angle between lines and the walls direction 
DL - DL Angle between lines and the rolling direction 
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2. Single magnetic objects 
 

Figure 30 shows the geometry and magnetic polarization of one single domain. As 
previously mentioned, we can add the energy of the walls (exchange energy + anisotropy 
energy) with the demagnetization energy of the magnetic poles (magneto-static energy) 
in case of non-closure domain configuration and finally with the energy of closure domains 
(magneto-crystalline anisotropy energy) in case of closure domain configuration. In the 
closure domains configuration, the 90° closure domains are represented in-plane, but the 
following study may stand for out of plane 90° closure domains as well. 
 

 
 

Figure 30: Test case with one magnetic domain. 

a. Magnetic walls 
 

(i) Magnetic walls without stress 
 

In this section, we give the thickness and the energy of a classical 180° wall (Bloch 
wall [52]) in a material with uniaxial anisotropy. The same method can be used to find a 
similar results for other types of walls (180° Néel walls [53], 90° walls [54], …). The wall 
energy is the sum of the exchange energy and the anisotropy energy given by equation 
(C.14). In order to minimize the total energy, the material will limit the thickness of the 
walls such that the angle  between the magnetization and the easy axis inside the wall is 
given by (C.15). 
 

1ݓܧ = ∫ ቀݔ݁ܣ൫߲ߠݕ൯2
+ ݊ܽܭ sin2 ቁߠ ݕ݀ ∬  (C.14)   ݖ݀ݔ݀

݉݅݊ 
ሯሰ ൫߲ߠݕ൯2

=
݊ܽܭ

ݔ݁ܣ
sin2  ߠ

⇒ cos ߠ = − tanh ൬ට
݊ܽܭ

ݔ݁ܣ
 ൰     (C.15)ݕ

 
This result leads to the approximate thickness of the walls, given by (C.16). 
 

ݕߜ = ට௄ೌ೙
஺೐ೣ

     (C.16) 

 
ݕߜ ≈ 30 ݊݉ for Fe, ݕߜ ≈ 50 ݊݉ for Ni and ݕߜ ≈ 5 ݊݉ for Co. 
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Finally, the total energy of 180° Bloch walls can be calculated, which gives ࢝ࡱ૚ equation 
(C.17) for one wall. 
 

௪ଵܧ = 4ඥܣ௘௫ܭ௔௡ ∬ ݖ݀ݔ݀ = 4ܽܿඥܣ௘௫ܭ௔௡   (C.17) 
 
Example of the 180° Bloch wall 
 
a = e/sin(wa) is the width or depth of the wall. 
c = d/sin(wb) is the length of the wall. 
 
with 
wa the wall’s inclination in the (x,y) plane. 
wb the wall’s inclination in the (y,z) plane. 
 
Example of the 90° Néel Wall 
 
a = p’ the HAZ or RSZ is the width or depth of the wall. 
c = (y+z) 
 
with 
y=b/(1+(cot(/2))2) 
z=b/ (1+(tan(/2))2) 
b = L/sin() 
 = /2-(DL-wb) 
 

(ii) Magnetic walls with laser induced stress 
 

Due to the inverse magnetostriction Villari effect, the laser induced stress will add a 
magnetostriction energy to the walls and modify both the exchange and anisotropy energy 
inside the walls due to the stress induced anisotropy. 
 

௪ଵܧ ≈ 4ܽܿඥܣ௘௫ܭ௔௡,ఙ − ܽܿට
஺೐ೣ

௄ೌ೙,഑
ଵ଴଴ ቀߪ௭௭ − ఙ೤೤ାఙೣೣ

ଶ
ቁ   (C.18) 

 
Example of the 180° Bloch wall 
 

௔௡,ఙ,ଵ଼଴ܭ ≈ ௔௡ܭ + 3

2
ଵ଴଴(ߪ௭௭ −  ௫௫)    (C.19)ߪ

 
Example of the 90° Néel Wall 
 

௔௡,ఙ,ଽ଴ܭ ≈ ௔௡ܭ + 3

2
ଵ଴଴൫ߪ௭௭ −  ௬௬൯    (C.20)ߪ

 
We think that 90° Bloch walls inside the volume should have an energy density similar to 
that of the 90° Néel walls with a modified anisotropy similar to that of the 180° Bloch walls. 
 

b. Magnetic domain and poles 

 
(i) Non-closure domains configuration 

 
In case of a non-closure domain, no anisotropy energy must be considered in the 

domain. The maximum energy is due to the demagnetizing energy 1݀ܧ (C.21) due to the 
interaction between the magnetic poles of the domain. 
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1݀ܧ ≈
1

2
ܰ݀(0,0, ܿ, ܽ, ܾ, ܽ,  (C.21)    2ܬ(ܾ

 
In case of a laser induced stress [ij] that penetrates inside the main 180° domains, its 
total energy must include the inverse magnetostriction energy Es1 (C.22) 
 

1݀ܧ ≈
1

2
ܰ݀(0,0, ܿ, ܽ, ܾ, ܽ, 2ܬ(ܾ +  1ݏܧ

௦ଵܧ = ቀଷ
ଶ
ቁ ቀଵ଴଴ ∑ ௜௜ߪ ቀଵ

ଷ
− ௜ߙ

ଶቁଷ
௜ୀଵ − ଵଵଵ ∑ ∑ ௝ߙ௜ߙ௜௝ߪ

ଷ
௝ୀଵஷ௜

ଷ
௜ୀଵ ቁ ܾܽܿ  (C.22) 

 
௜ߙ = ݏ݋ܿ ௜ߠ = ௜ܬ ⁄|ܬ|  is the cosines of the angle between the main 180° domain’s polarization 
and the direction i. 
 

(ii) In-plane Closure domains configuration 
 

In case of a closure domain, the anisotropy energy has to be considered in the domain. 
In case of a 90° closure domain, we can estimate the anisotropy energy thanks to the 
following equation (C.23). 
 

1ܽܧ ≈ ܮܦߠ2൫݊݅ݏ݊ܽܭ −  (C.23)    ݖݕ൯ܽܬߠ
 
In case of a laser induced stress [ij] that penetrates inside the closure 90° domains, its 
total energy must include the inverse magnetostriction energy Es1, similar to a stress 
induced anisotropy energy (C.24) 
 

1ܽܧ ≈ ܮܦߠ2൫݊݅ݏ݊ܽܭ − ݖݕ൯ܽܬߠ +  1ݏܧ

௦ଵܧ = ቀଷ
ଶ
ቁ ቀଵ଴଴ ∑ ௜௜ߪ ቀଵ

ଷ
− ௜ߙ

ଶቁଷ
௜ୀଵ − ଵଵଵ ∑ ∑ ௝ߙ௜ߙ௜௝ߪ

ଷ
௝ୀଵஷ௜

ଷ
௜ୀଵ ቁ  (C.24)  ݖݕܽ

 
ଵߙ = ଶߙ ,0 = ߨ)ݏ݋ܿ 2⁄ − ଷߙ ஽௅) andߠ =  .(஽௅ߠ)ݏ݋ܿ
 
We think that in the out-of-plane 90° closure domains configuration the total anisotropy 
energy density should be similar to that of the in-plane 90° closure domains. 
 

(iii) Lancet tranverse Closure domain configuration 
 

The Lancet domains configuration happens in GO SiFe materials. It is due to slight 
misorientation of grains out of plane. Dipolar magnetic energy due to magnetic poles at 
the sheet surface can be reduced either thanks to the 180° main domains refinement or 
thanks to the Lancet configuration that consists in in plane 180° closure domains at the 
surface and out-of-plane 90° closure domains inside the volume (see Figure 27). This last 
configuration costs sometimes less energy than the domains refinement, which increase 
the dynamic iron losses but may contribute to an increase in the static permeability 
probably thanks to more walls nucleation centers, smaller walls that can be activated by a 
lower magnetic fields and with a low probability to meet a defect. In order to reduce the 
iron losses, the manufacturing process can be improved thanks to a tensile residual stress 
along the rolling direction that makes the Lancet configuration energy bigger than the main 
fine 180° domains configuration. However, this strategy is not able to improve both the 
static permeability and the losses. One stake of the laser process is to reduce the width of 
main 180° domains and increase the walls nucleation and activation centers at the same 
time. 
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3. M*N domains and walls 
 
Now, we would like to estimate the total energy density per unit surface, considering a 
surface of M*N magnetic domains (see Figure 31). 

 
Figure 31: magnetic structure and test cases studied 

a. Magnetic walls 
 

Finally, the total energy density of the walls ࢝ࢋ, considering M*N walls, can be calculated 
thanks to equation (C.25). 

݁௪ = ∑ ∑ ௘ೢభ
ெே௕௖௡௠      (C.25) 

 
b. Magnetic domains and poles 

 
(i) Non-closure domains configuration 

 
In case of a non-closure domains, the total domains’ energy density ݁݀ due to the 

interaction between the whole 2*M*N magnetic poles of the domains and the stress 
induced magnetostriction energy is given by (C.26). 
 

݁ௗ = ଵ
ଶ

∑ ∑ ∑ ∑ ே೏(଴,(௠ଶି௠ଵ)௕,(௡ଶି௡ଵ)௖,௔,௕,௔,௕)௃మ

ெே௕௖௡ଶ௠ଶ௡ଵ௠ଵ + ∑ ∑ ௘ೞభ
ெே௕௖௡௠  (C.26) 

 
(ii) In-plane Closure domains configuration 

 
In case of 90° closure domains (the minority), the total anisotropy energy density ݁ܽ in 

the domains can be estimated thanks to equation (C.27). 
 

݁௔ = ∑ ∑ ௘ೌభ
ெே௕௖௡௠      (C.27) 

 
(iii) Lancet tranverse Closure domains configuration 

 

The Lancet domains configuration is a secondary magnetic structure that can exist in 
parallel to the previous ones. It is then necessary to define additional magnetic structure 
parameters that would represent the lancet domains size and density.  
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V. Sensitivity analysis with constraints 
 
In this section we would like to analyze the impact of different manufacturing and patterns 
parameters of the laser treatment on the re-organization of the surface magnetic structure 
within the quasi-static working conditions but without any external magnetic field. 
Modelling the action of the magnetic field will be possible only once the volume model is 
developed (see next section) and the coupling between the volume and the surface is 
modelled. It will also be possible to compare between the non-closure domains 
configuration and the closure domains configuration and to identify any correlation 
between the laser process (irradiation, scribing or ablation mode) and the domains 
configuration chosen by the material, i.e. the one that costs the lowest energy. A first 
hypothesis consists in relating: 

- the irradiation process to the closure domains configuration, 
- the ablation process to the non-closure domains configuration, 
- The scribing process to a mix of the two configurations above. 

 
The laser parameters should play the role of input parameters (patterns, lines spacing, 
width, depth, length, …). The magnetic structure parameters should play the role of output 
parameters (domains size, walls spacing, walls density, … and later, the mobility / pinning, 
nucleation properties). However, for a sensitivity analysis, both laser and magnetic 
parameters are considered as input parameters. The outputs are the energy contributions 
and the total energy of domains and walls. 
 
In the following analysis, we will assume the correspondences below: 

– a = p or p’ (depth of the grooves or the HAZ, RSZ due to the laser) 
– b = L (width of magnetic domains, the walls spacing) 
– c = d (distance between lines scribed by the laser, the lines spacing) 
–  << (width of the grooves due to the laser scribing / ablation) 
– J = 90° (angle between lines and the magnetic polarization of domains) 
– w = 90° (angle between lines and the walls direction) 
–  = T (induced residual stress due to the laser thermal effect) 

 
Before carrying out calculations, we introduce an additional parameter, the one that 
corresponds to the rolling and transverse directions of a laminated sample. Let’s name uDL 
the unit vector along the rolling direction DL. DL is the angle between the laser lines and 
the rolling direction. The latter often corresponds to the easy magnetic axis uan. 
 
The sensitivity analysis that follows in this section will focus on five parameters: 

- dDL: line spacing with lines perpendicular to the rolling direction (3 mm by default) 
- p or p’: depth of the grooves or HAZ respectively (10 m and 100 m by default) 
- Kan: macroscopic anisotropy constant (54 000 J/m3 by default) 
- : magnetic sheet thickness (0.23 mm by default) 
- : induced residual stress (0 MPa by default) 

While using the following values by default for the other fixed variables: 
J=[0,0,2 T] (the polarization vector) 
DL = J = W=90° () 
e =  = 0.23 mm (the sheet thickness) 
uan = [0,0,1] (the macroscopic anisotropy direction) 
W =[/2, /2] (the main walls inclination) 
Aex = 1.2e-11 J.m-1 (macroscopic magnetic exchange coefficient) 
100 = 2.6e-5 (first order magnetostriction coefficient in direction [100]) 
111  0 (second order magnetostriction coefficient in direction [111]) 
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4. Non-Closure domain configuration without stress 
 
We think that this domains configuration may happen for laser treatments with grooves 
and small HAZ and RSZ, i.e. weak thermal effects and induced residual stress. The 
corresponding laser process is the ablation process with ultra-short pulses for which the 
thermal diffusion and the induce shock wave have no time to penetrate the material. 
 

a. Without induced stress 

 
Figure 32: Sensitivity analysis of the energy contributions to the walls spacing L and the line 

spacing dDL. (J = Js = 2T, uan = uDL, e =  = 0.23 mm, p = 10 m,   0 m, DL = J = W=90°).        
: walls energy, -- domains energy,  total energy. 

 
Figure 33: Sensitivity analysis of the energy contributions to the walls spacing and the lines depth 

p. (Js = 2 T, uan = uDL, e =  = 0.23 mm, dDL = 3 mm,  = 0 m, DL = J = W=90°).                       
: walls energy, -- domains energy,  total energy. 
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Figure 34: Sensitivity analysis of the energy contributions to the walls spacing and the walls 

energy. (Js = 2T, uan = uDL, e =  = 0.23 mm, dDL = 3 mm, p = 10 m,   0 m, DL = J = 
W=90°). : walls energy, -- domains energy,  total energy. 

 

 
Figure 35: Sensitivity analysis of the energy contributions to the walls spacing and the sheet 
thickness. (Js = 2T, uan = uDL, dDL = 3 mm, p = 10 m,   0 m, DL = J = W=90°).                          

: walls energy, -- domains energy,  total energy. 

In Figure 32-Figure 35, only non-closure domains are considered. We also assume that the 
depth of walls equals the thickness a =  = ep of the sample. At the same time, the domains 
energy due to laser induced magnetic poles is estimated with the laser lines depth a = p. 
As expected, the walls energy increases when the walls spacing decreases (the number of 
walls increases). At the same time, the main 180° domains demagnetizing energy 
decreases when the walls spacing decreases (the magnetic poles become smaller). 
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Therefore, it is coherent to find an optimal wall spacing which minimize the total energy 
and corresponds to the best compromise found by the material. 
In Figure 32, the walls energy does not depend on the line spacing. At the same time, the 
domains demagnetizing energy increases when the line spacing decreases (shorter 
distance between magnetic poles). The material has no other choice to refine its magnetic 
structure in order to limit the increase in the total energy when scribing lines onto the 
surface. However, the minimum energy becomes higher when the line spacing decreases 
and may be in competition against another configuration energy. 
In Figure 33, the walls energy does not depend on the line depth. At the same time, the 
domains demagnetizing energy increases when the line depth increases (bigger magnetic 
poles). The material has no other choice to refine its magnetic structure in order to limit 
the increase in the total energy when scribing lines onto the surface. However, the energy 
minimum becomes also higher when the line spacing decreases and may be in competition 
against another configuration energy. 
In Figure 34, the domains demagnetizing energy does not depend on the macroscopic 
anisotropy. At the same time, the walls energy increases when the anisotropy increases 
(this can be due to an increase in the inverse magnetostriction stress or bigger grain size). 
The stronger the anisotropy, the larger the domains in order to reduce the number of walls 
and therefore the total walls energy. This time the energy minimum becomes smaller when 
the anisotropy decreases. 
In Figure 35, the domains demagnetizing energy does not depend on the sheet thickness. 
At the same time, the walls energy increases when the thickness increases (walls go deeper 
in the thickness). The bigger the thickness, the larger the domains in order to reduce the 
number of walls and therefore the total walls energy. This time the energy minimum 
becomes smaller when the thickness decreases. 
 

b. With induced stress 
 
The manufacturing process can induce stresses in the whole material or its all surface. On 
the contrary, the laser process can induce stresses only locally at the vicinity of the laser 
impact (the HAZ or the RSZ). The ablation process does not generate any significant 
thermal induced stresses. The non-closure domains configuration is sensitive mainly to 
global stresses induced by the manufacturing process but not significantly to the located 
laser induced stresses. In fact, the effect should be like but weaker than the effect of a 
global residual stress. In this section, we suggest analyzing the effect of a global residual 
stress induced by the manufacturing processes (rolling and coating processes) along the 
rolling direction 2 and the transverse direction 3 respectively. 
In Figure 36-Figure 37, the walls energy does not depend significantly on the residual 
stress. At the same time, the main 180° domains magnetostriction energy decreases for 
tensile stress and increases for compressive stress in the rolling direction (positive 
magnetostriction). On the contrary, but at a lesser extent, the main 180° domains 
magnetostriction energy increases for tensile stress and decreases for compressive stress 
in the transverse direction (positive magnetostriction). However, without considering any 
other domains or misorientations, the walls spacing that minimizes the total energy does 
not significantly depend on the residual stress. Nevertheless, the decreasing minimum 
energy must be considered when comparing to another domains’ configuration with 
residual stress. 
We think that the rolling and coating processes exerts a global tensile stress to the surface 
of the material, which contributes to the main 180° domains refinement. Both the ablation 
and scribing processes damage the coating to create the grooves. This may cancel the 
benefit from the tensile stress, while allowing the domains refinement by another and more 
efficient way: reduction of the demagnetizing field generated at the vicinity of laser 
patterns. Moreover, the patterns may be considered as new defect that can act as new 
nucleation and activation centers for the magnetic walls. 
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Figure 36: Sensitivity analysis of the energy contributions to the walls spacing and the global 

residual stress along the rolling direction. (Js = 2T, uan = uDL, e =  = 0.23 mm, dDL = 3 mm, p = 
10 m,   0 m, DL = J = W=90°). : walls energy, -- domains energy,  total energy. 

 
Figure 37: Sensitivity analysis of the energy contributions to the walls spacing and the global 

residual stress transverse to the rolling direction. (Js = 2T, uan = uDL, e =  = 0.23 mm, dDL = 3 
mm, p = 10 m,   0 m, DL = J = W=90°). : walls energy, -- domains energy,  total energy. 
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5. In-plane closure domains‘ configuration 
 
We think that this domains configuration may happen for laser treatments with strong 
thermal effects and induced residual stress. The irradiation process with long pulses for 
which the peak power is insufficient to create any grooves can rather generate a heat that 
diffuses deep inside the material. We also think that the scribing process heat can penetrate 
the material and should thus induce closure domains at the vicinity of the laser grooves. 
 

a. Without induced stress 

 
 

Figure 38: Sensitivity analysis of the energy contributions to the walls spacing L and the line 
spacing dDL. (J = Js = 2T, uan = uDL, e =  = 0.23 mm, p‘ = 100 m,   0 m, DL = J = W=90°).   

: walls energy, -- domains energy,  total energy. 

 
Figure 39: Sensitivity analysis of the energy contributions to the walls spacing and the HAZ depth 

p’. (Js = 2T, uan = uDL, e =  = 0.23 mm,dDL = 3 mm,  = 0 m, DL = J = W=90°).                        
: walls energy, -- domains energy,  total energy. 
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Figure 40: Sensitivity analysis of the energy contributions to the walls spacing and the walls 
energy. (Js = 2T, uan = uDL, e =  = 0.23 mm, dDL = 3 mm, p‘ = 100 m,   0 m, DL = J = 

W=90°). : walls energy, -- domains energy,  total energy. 

 
Figure 41: Sensitivity analysis of the energy contributions to the walls spacing and the sheet 

thickness. (Js = 2T, uan = uDL, dDL = 3 mm, p‘ = 100 m,   0 m, DL = J = W=90°).                   
: walls energy, -- domains energy,  total energy. 

In Figure 38-Figure 41, only closure domains are considered. We still assume that the 
depth of 180° Bloch walls equals the thickness a =  = ep of the sample. At the same time, 
the 90° closure domains anisotropy energy due to laser induced stresses is estimated with 
the heat affected zone a = p’ = ’. As expected, the walls energy increases when the walls 
spacing decreases (the number of walls increases). Meanwhile, the 90° closure domains 
anisotropy energy decreases when the walls spacing decreases (the closure domains 
become smaller). Therefore, it is coherent to find an optimal wall spacing which minimize 
the total energy and corresponds to the best compromise found by the material. 
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In Figure 38-Figure 39-Figure 41, the effect of the line spacing, the line depth and the 
sheet thickness on the closure domains’ configuration is similar to that of the non-closure 
domains’ configuration. The value of the minimum total energy can be either bigger or 
smaller than the one of the non-closure domains configuration, which determines the most 
probable magnetic structure chosen by the material. 
On the contrary, in Figure 40, both the domains anisotropy energy and the walls energy 
increase when the macroscopic anisotropy constant increases. Consequently, the stronger 
the anisotropy, the finer the domains in order to reduce the size and volume of closure 
domains and therefore the total domains’ energy. Naturally, the total energy minimum 
becomes higher when the anisotropy increases. 
 

b. With induced stress 

 
The closure domains configuration is sensitive either to global stresses induced by the 
manufacturing process or to the local laser induced stresses. However, the effects should 
be different due to the positive magnetostriction on 90° closure domains only. 
In this part, we suggest analyzing the effect of a residual stress either induced by the 
manufacturing processes (rolling and coating processes) or the laser process (thermal 
induced stress) along the rolling direction 2 and the transverse direction 3 respectively. 

 
Figure 42: Sensitivity analysis of the energy contributions to the walls spacing and the global 

residual stress along the rolling direction. (Js = 2T, uan = uDL, e =  = 0.23 mm, dDL = 3 mm, p‘ = 
100 m,   0 m, DL = J = W=90°). : walls energy, -- domains energy,  total energy. 

In Figure 42-Figure 43, the walls energy does not depend significantly on the residual 
stress. The effect of the global residual stress in both directions 2 and 3 on the closure 
domains’ configuration is similar to that of the non-closure domains’ configuration, because 
the main 180° domains occupy the biggest volume of the material affected by the residual 
stress. The domains magnetostriction energy decreases for tensile stress and increases for 
compressive stress in the rolling direction 3. It increases for tensile stress and decreases 
for compressive stress in the transverse direction 2. In Figure 44-Figure 45, the effect of 
the local residual stress in both directions 2 and 3 on the closure domains’ configuration is 
opposite to the effect of a global residual stress, because the only the 90° closure domains 
are affected by the residual stress. The domains magnetostriction energy increases for 
tensile stress and decreases for compressive stress in the rolling direction 3. It decreases 
for tensile stress and increases for compressive stress in the transverse direction 2. 
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Figure 43: Sensitivity analysis of the energy contributions to the walls spacing and the global 

residual stress transverse to the rolling direction. (Js = 2T, uan = uDL, e =  = 0.23 mm, dDL = 3 
mm, p‘ = 100 m,   0 m, DL = J = W=90°). : walls energy, -- domains energy,  total energy. 

 
Figure 44: Sensitivity analysis of the energy contributions to the walls spacing and the local 

residual stress along the rolling direction. (Js = 2T, uan = uDL, e =  = 0.23 mm, dDL = 3 mm, p‘ = 
100 m,   0 m, DL = J = W=90°). : walls energy, -- domains energy,  total energy. 

We think that any local residual stress induced by the laser process either in direction 3 
(rolling direction) or in direction 2/1 (direction transverse to the rolling direction) is likely 
to be a compressive stress. Thus, the latter will also cancel the benefit from any tensile 
stress used in purpose during the prior manufacturing processes. However, Both the 
irradiation and scribing processes can induce the domains refinement by another and more 
efficient way: reduction of the anisotropy field generated at the vicinity of laser impacts. 
In that case, the value of the local compressive stress will play an important role in the 
natural selection of the magnetic domains configuration that will take place in the material. 
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The latter is not necessarily the ones that corresponds to the finer domains but the lower 
total energy. Finally, the laser patterns may still be considered as new defect that can act 
as new nucleation and activation centers for the magnetic walls. 

 
Figure 45: Sensitivity analysis of the energy contributions to the walls spacing and the local 

residual stress transverse to the rolling direction. (Js = 2T, uan = uDL, e =  = 0.23 mm, dDL = 3 
mm, p‘ = 100 m,   0 m, DL = J = W=90°). : walls energy, -- domains energy,  total energy. 
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6. Conclusion and laser patterns proposals 
 

Results seem coherent, but the equations written in a software programs can be 
compared to mathematical references and experimental observations done with AFM/MFM 
and MOKE imaging techniques (see deliverable D3.2.). 
A finer magnetic structure should help to reduce the iron losses thanks to a higher walls’ 
density, providing that the walls surface and mobility are unchanged or improved. 
Unfortunately, there will probably be a limitation to the reduction of domains size. In fact, 
the higher the lines and walls densities, the stronger the probability that the walls are 
pinned by the defects. 
 
The present modeling might help us specify the laser patterns and parameters. 
Specifications sheets will be designed and completed according to first the experimental 
plan for investigations, then the proof of concept samples and finally the requirements of 
each specific prototype. It is proposed to vary only one parameter of the list in Table 6 at 
a time. The experimental plan is separated in four parts depending on the process 
(irradiation, scribing or ablation) and the dimensions (1D or 2D patterns). 

 

7. Discussions 
 
The present model can help us illustrate the impact of the laser treatments and different 
simple patterns on a classical and ideal magnetic structure with domains and walls. 
However, previous studies deserve further investigations, developments and improvements 
to consider some important additional aspects and answer the following questions: 

1. How to be independent on the arbitrary choice of domains’ shape? 
2. How to describe more complex domains shape and magnetic objects? 
3. What is the mutual influence of the volume and the surface? 
4. What happens when adding the coupling with the external field? 
5. How to inverse the model by defining the goal criteria and ease the 

determination of the optimal laser pattern and parameters? 
So, the next steps are to address all these questions and to confront the theory against 
the experiment (see Deliverables D3.2. (version 2 at M24) and D3.1. (version 3 at M30)). 

However, this method might be always confronted to serious limitations due to the huge 
number of degrees of freedom, considering the infinite variety of magnetic structures. 
Another solution based on structural but statistical state variables will be investigated in 
the next section of this report. 
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D) First modelling of the Volume Magnetic 
Structure – Tensor Magnetic Phase theory 

 

I. Context and brief summary of the state of the art 
 

Most of existing material representations [62], even including the dynamic hysteresis 
and iron losses [63], ignore local microscopic non uniformities. These concern the magnetic 
structure (domains and walls [64]) and are mainly due to surface effects, anisotropy and 
exchange. This structure has its origin in the possibility of lowering the energy of a system 
by going from a saturated configuration with high magnetic energy to a domains 
configuration, with a lower energy. The domains structure found are partially induced by 
the presence of the external surfaces of the crystal, and it is therefore not unexpected to 
find that it may be altered radically by changes in these surfaces. The size of a domain is 
not a fundamental length of physics, but rather sensitive to geometry and material in hand 
[65-68]. The microscopic scale is associated to the walls and domains; at the macroscopic 
scale we consider the geometry entirely. We will investigate the possibility to account for 
the sensitivity of the magnetic structure and its characteristic length to the macroscopic 
geometry at an intermediate scale called the mesoscopic one. 

 

II. Tensor State Variable 
 

1. Magnetic structures: Domains and walls 
 

The drawings of Figure 46 have been made with the help of experimental observations 
[65-68] and micro magnetic arguments [67,68]. It is hard to imagine being able to identify 
this natural heterogeneity with the help of only one macroscopic global measurement, 
except if we preliminary know the way the structure will establish itself (The use of 
deterministic methods may moreover permit to limit the number of measurements 
needed). The dilemma is the same as the one that consists of distinguishing two different 
subdivisions, that cannot be separated by looking at one macroscopic quantity only. 
Unfortunately, we clearly feel that if we fix the property of a material previously 
homogenised, we may predict the response of one specimen, but we also might not be 
able to do it for another geometry [69,70]. Magnetic objects have got typical and 
characteristic topological and physical properties that we propose to describe thanks to 
one tensor state variable [2], statistically gathering every microscopic information 
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ቋ (D.1) 

 

Where i, j and k might correspond (with some topological, interaction and averaging 
corrections) to the typical shape and size of each cell constituting the magnetic structure. 
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Js is the saturation magnetic polarisation, nw is the walls volume density, mw is the walls 
mobility and Sw is the walls surface. 

Each factor of this tensor is homogeneous to a squared length, linked to walls density, 
surface, mobility, domains size, … [71,72]. The model is inspired from the Néel domains 
phase model. 

Of course, using one degree of freedom for three dimensions microscopic objects, we still 
may not discern different magnetic structures that have got comparable space variations 
and mesoscopic properties. However, it should have no consequence because it contains a 
minimum required information concerning the resulting geometry dependent vector 
behaviour. Phenomena that we aim to consider. Finally, we will need to use the inverse 
tensor [V] of [] (such that [V]= []-1 with [2]= []2 and [V2]= [V]2) 

 
 

Figure 46: Some heterogeneity and non-uniformity effects. Re-orientation, multiplication and 
refinement within the microscopic magnetic structure [3-5]. Surface, bulk and non-closure domains 

examples as a function of the texture, i.e. the crystal axes [m,n,p] and the crystal planes (j,k,l). 

In the next section, we propose a theory that may provide an alternative to foresee and 
calculate this mesoscopic diversity. 

 

2. Magnetic polarization 
 

Microscopic magnetic objects have got typical and characteristic topological and physical 
properties that we have proposed to describe thanks to one tensor state variable [2], 
statistically gathering every microscopic information [82]. It is closely related to mean 
length of one pair of domains, and so it can be viewed as the sum (D.3) of two new tensor 
variables [2] and [2] in order to account for the actual organisation with opposite 
neighbouring domains 
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[ଶ߉] = ↑߉ൣ
ଶ൧ + ↓߉ൣ

ଶ൧     (D.3) 

 

Equation (D.3) looks like a volume conservation law. Each factor of these tensors is 
homogeneous to a squared length, linked to walls density, surface, mobility, domains size, 
… and so on … Thus, they vary in space and time like [2]; They will be our degrees of 
freedom. We will then define the magnetic polarisation of a soft material with these two 
tensors and with the natural saturation polarisation (the one carried by each domain of 
constant magnetisation). Js being the saturation magnetic polarisation, we can define the 
local magnetic polarisation J(x,t) by (D.4) 

 

ܬ⃗[ଶ߉] = ൫ൣ߉↑
ଶ൧ − ↓߉ൣ

ଶ൧൯⃗ܬ௦ 

⇔ ܬ⃗ = ↑߉ଵ൫ൣି[ଶ߉]
ଶ൧ − ↓߉ൣ

ଶ൧൯⃗ܬ௦    (D.4) 
 

We saw that the three tensors involved are symmetrical and written with real coefficients 
[82]. They are so diagonalisable [83] (see above (D.1) definition of [2]). We can also 
show that the basis in which [2] and [2] are diagonal might exactly be the same and 
at every point (x,t), even if it can be different from point to point. This assertion simply 
comes from the fact that there exist an anisotropy and identical easy axes for polarisation 
vectors that are in opposite directions [84]. When (D.4) is written in the basis Bd that 
makes all the tensors diagonal, then Js writes Js = Js(1,1,1)T. Moreover, even if [2] and 
[2] vary in space and time with different values for magnetized materials, as for [2] and 
J, a magnetic state will be defined with [߉ଶ]⃗ܬ = ൫ൣ߉↑

ଶ൧ − ↓߉ൣ
ଶ൧൯⃗ܬ௦ somehow a constant 

vector in space (without any divergence nor rotational properties). If we know the temporal 
and spatial evolutions of tensor [2], then we can easily deduce the magnetic polarisation 
J thanks to Equation (D.4). 
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III. Quasi-Static Energy tendencies 
 

The natural structuring and its space variations come from a competition between 
several energy terms [75]. The contributions proposed are all expressed in [J.m-3] (volume 
energy density), except edm which is homogeneous to a surface energy density ([J.m-2]) 
(the operators , , [] , .⃗ and ⁘ are explained in the Appendix A [76]). 

 

1. The mesoscopic magnetic exchange energy 
 

The interaction between neighbouring domains and walls involves an amount of energy 
that we propose to write as follows 

 

݁⃗௘௫ = ௘௫ܥ
ఊೢ

ల

௄ೌ೙
ఱ [ߘ] ) ×  ଵ ) •⃗ଶ    (D.5)ି[ଶ߉]

 

w is the walls energy density [J.m-2]. 

Kan=|Kan|=| anK
 | is the module of the macroscopic anisotropy vector [J.m-3]. 

Cex is a magnetic exchange coefficient without any dimension [n.u.]. 

This energy vector describes a natural tendency of the material (called Mesoscopic 
Exchange Energy) to make homogeneous its magnetic structure and magnetization. This 
effect may be even more important since the wall energy is strong (w >>) and the 
anisotropy is weak (Kan=| anK

 |<<).       12 
  corresponds to a non-divergent current of 

exchanging walls, that takes part to the energy. 

 

2. The mesoscopic magnetic anisotropy energy 
 

This second energy vector describes another tendency (called Mesoscopic Anisotropy 
Energy) that leads the material to orientate its domains and walls along one or several 
directions, determined by the most favourable mesoscopic anisotropy axes. The latter, 
involved in Kan, depend on both the crystallographic texture and metallographic assembly 
in grains, including the defects [77,78]. This energy depends on the difference between 
natural and actual directions, weighted by walls equivalent density (-2) and the ratio 
(w/Kan) to take the walls energy, partly due to the microscopic anisotropy, into account. 
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  (D.6) 

 

anK
 =Kan is the macroscopic anisotropy vector [J.m-3]. 

Can is a macroscopic anisotropy coefficient without any dimension [n.u.]. 

 

3. The mesoscopic magnetoelastic anisotropy energy 
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a. The self-magnetostriction energy 

 

This energy vector describes another tendency (called Mesoscopic Self Magnetostriction 
Energy) that leads to a magnetization induced strain in the material and thus a magneto-
elastic energy. The directions of the magneto-strictive strains are determined by the 
orientations of the polarized domains (each domain carries a magnetic polarization which 
corresponds to the saturation polarization in a direction given by the domain orientation). 
The magnitude of the strains and the energy depend on the magnetostriction coefficients 
100 and 111 in directions [100] and [111] respectively, the magnetoelastic properties of the 
material, and the equivalent size  of domains. 

 

݁⃗ఌ = + ଽ
ସ

ܥ
ఊೢ

ర

௄ೌ೙
ర ଵି[ଶ߉] .⃗ ൫ ൣଶ൧⁘[ܥ]⁘[߉ଶ]ିଵ ൯   (D.7) 

 

[] is the magnetostriction tensor with [100] for the diagonal and [111] for the non-
diagonal terms. [C] is a stiffness tensor containing the linear elastic properties of an 
orthotropic or isotropic material. 
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C is a magnetostriction coefficient without any dimension. 

 
b. The magnetostriction stress induced anisotropy energy 

 

This energy vector (called Stress Induced Anisotropy Energy) describes the change in 
anisotropy and in the magnetization due to an external stress. The directions of the 
stresses define the new directions to be considered in the total macroscopic anisotropy. 
The magnitude of the energy depends on the magnetostriction coefficients 100 and 111, the 
stress value and the equivalent size  of domains in each stress direction. 
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[] is the stress tensor [Pa]. 

 

4. Microscopic eddy currents 
 

Any physical mechanism that leads to a new magnetic structure costs some energy. 
We know that any change in the magnetic structure is not reversible, but rather dissipative 
with losses. The latter mainly come from eddy currents induced around the walls in motion 
and in magnetic domains with rotating magnetization. Let’s assume that any change in the 
global magnetic energy minimum, which is responsible for the change in magnetization 



ESSIAL – Deliverable D3.1  
Magnetic Models 

70 
 

and magnetic structure, can only increase in time due to eddy current losses induced by 
the time variations of [2]. 

 

݁⃗ = + ఊೢ
ర

௄ೌ೙
య ௧[Λଶ]ିଵ .⃗  [Λଶ]ିଵ    (D.10) 

 

 is a time delay due to eddy currents [ms]. It is closely related to the time delay given by 
previous models   2. And due to microscopic eddy currents, both around walls and 
inside domains. This effect can be considered as a damper equivalent to a dynamic induced 
anisotropy always perpendicular to the directions given by [2]. 

 

5. Demagnetizing energy 
 

Finally, the last energy term is mainly due to the surface dipolar magnetic energy. 
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n is the unit vector normal to the outer surface of the geometry considered. 

Cdm is a metallurgical parameter that can depend on the grain’s boundary spacing and the 
surface laser treatment (laser lines depth and spacing) 

This vector tends to orientate the magnetic moments [66], multiply and refine the 
domains, in order to create as few poles as possible. It is different from zero on the surface 
only (the material often manages to create a minimum charge within the bulk, even if it 
cannot avoid it onto the surface) [63,64]. This energy even more important that the surface 
domains are big, the anisotropy is strong, and the walls energy is weak. In one of the next 
sections and in the next deliverable update, we will propose to develop a surface and 
coupling model to describe the surface magnetic structure, minimizing the energy terms 
that correspond to this surface. Cdm is one of the key parameters that determines  at the 
surface. 

 

IV. Formulation 
 

In this last sub-section, we clarify better and interpret longer the effects of the different 
tendencies. Finally, we propose and discuss a governing equation (D.12). 

 

1. Energy minimization principle 
 

As a conclusion, the magnetic structure will establish itself by minimising the total 
following energy of the system {volume , outer surface } 

 

Εሬ⃗ ୫ = ම (eሬ⃗ ୫)dଷݔ


= ම (eሬ⃗ ୣ୶ + eሬ⃗ ୟ୬ + eሬ⃗ ఢ + eሬ⃗ ఙ + eሬ⃗ )dଷݔ


 

+ ∬ (eሬ⃗ ୫ + eሬ⃗ ୢ୫)dଶxபஐ  to be lowered     (D.12) 
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This description can be developed thanks to additional contributions due to miscellaneous 
parameters (volume charges, temperature, stresses, …). Finally, each contribution appears 
here quasi-static without any field interactions. The coupling with the quasi-static magnetic 
field can be considered with a border static condition. The dynamic diffusion and the 
coupling with the time varying field may be taken afterwards into account with the Maxwell 
Equations [63,71], or with the volume dynamic term e and with a border’s dynamic 
condition (see [72] and [81]). 

 

2. Non divergence condition 
 

We study first the ensemble {Exchange, Anisotropy, Magnetostriction, Eddy current 
losses} weakly varying the tensor [2] (see Appendix A for usual identities). We assume 
that the material has succeeded in minimising its magnetic charges, by orientating most 
of its domains and walls tangentially to the surface, or by multiplying and refining them. 
So, we also have: 

 

∬ [ଶ߉] ⋅ ሬ݊⃗ ݀ଶݔడఆ = ∬ ሬ⃗ߘ ⋅ ఆݔଷ݀[ଶ߉] = 0ሬ⃗ ⇔ ሬ⃗ߘ ⋅ [ଶ߉] = 0ሬ⃗ ሬ⃗ߘ ݀݊ܽ  ⋅ [ܸଶ] = 0ሬ⃗   (D.13) 

 

The divergence of J= J

 is closely linked to the one of [2] (D.13) (    0Js 

 , explanations 
given in Appendix A of [82]) 
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The non-divergence condition on [2] is so closely linked to the one acting on J= J

. In fact, 

we have the obvious and certain following implication (with (D.14) and 0J 


, we can show 
that the reciprocal relation of (D.15) is also true.) 
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ଶ൧൯ = ሬ⃗ߘ ⋅ ൫[߉ଶ]ିଵൣ߉↓

ଶ൧൯ = 0 ⇔ ሬ⃗ߘ ⋅ ܬ⃗ = 0   (D.15) 

 

The variational principle applied onto the action Em seems to give us two interesting clues 
[79] (see next sub-sections). 

 

3. Limit conditions 
 

First the matrix      12n 
  keeps constant at each interface of . It does not exist in 

substances without any domains and walls; it will therefore be nil at the edge between 
such a classical material and a structured one. It means that the rotational evolutions 
within the magnetic structure stop against the outer surface along its normal unit vector. 

It seems that the non-divergence condition on [2] and [2] implies the absence of 
volume charges because then 0J 


 (D.15). However there can always exist surface 

charges depending on the direction of J

 and polarisations of surface domains relative to 
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the normal vector of the enclosing surface, even if the divergence theorem [69] tells us 
that the global surface integrals      

 xdn 22  and     xdnJ 2  equal thus 0 [65]. 

4. Tensor PDE 
 

Secondly, the tensor property into  obeys the following partial differential equation 

 

[Δ] [Vଶ]-∇ሬሬ⃗ ൫∇ሬሬ⃗ .[Vଶ]൯-
Cୟ୬

Cୣ୶
൬

Kୟ୬

γ୵
൰

ଶ

൮ [Vଶ]- ቌ 
Kሬሬ⃗ ୟ୬൫ [Vଶ]Kሬሬ⃗ ୟ୬൯

୘

Kୟ୬
ଶ  ቍ

୘

൲ 

+ ଷ
ଶ

஼
஼೐ೣ

ቀ௄ೌ೙
ఊೢ

ቁ
ଶ

ቀ []⁘[]
௄ೌ೙

⁘[ܸଶ] ቁ- ଽ
ସ

஼
஼೐ೣ

ቀ௄ೌ೙
ఊೢ

ቁ
ଶ

൬ ൣమ൧⁘[஼]
௄ೌ೙

⁘[ܸଶ] ൰- ቀ௄ೌ೙
ఊೢ

ቁ
ଶ
௧[ܸଶ]=[0]  (D.16) 

 

We call this equation the tensor structuring equation for the magnetic structure. 

We define  [mm-2] the squared ratio between the total anisotropy (either magneto-
crystalline, magneto-strictive or stress induced) and the magnetic exchange: 

 =    an                   +                   -            

=(Can/Cex)*(Kan/w)2 + (C/Cex)*(Kan/w)2(92C/4Kan) - (C/Cex)*(Kan/w)2(3/2Kan)     

determines the space variations of [V2]=[2]-1 (structuring depth). 

 is always positive and corresponds to an equivalent negative compressive stress. 

 can contain the manufacturing stress or/and the laser induced stress.  is positive for 
negative compressive stress and negative for positive tensile stress. 

Let’s define s =  - r the natural magnetostriction anisotropy due to either self-
magnetostriction and manufacturing stress (r being the residual stress) and si = - i the 
laser induced stress anisotropy (r = T or m being the laser induced stress). 

 

 

V. Static and dynamic Magnetization 
 

1. Vector magnetic behaviour 
 

When a varying magnetic field is applied to the material, some memory effects (called 
hysteresis) and eddy currents are induced within the microscopic mechanisms around 
defects and magnetic walls. It manifests itself in a magnetic behaviour, characterised by a 
delayed relationship between the magnetic field H and the flux density B. 

 
a. Origin of Static Hysteresis 

This hysteresis is mainly due to hampering and jumps of magnetic walls [85] around 
defects, grains joints, … and local microscopic unavoidable magnetic charges. Changes in 
the applied magnetic field can make the walls move when a threshold is excited to 
counterbalance the opposition of the charges. Then the walls irreversibly jump, inducing 
eddy currents and losses. It naturally depends on the history of the material (existing 
structure and hampered walls on defects plus succession of field applied [86]). 
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b. Origin of Dynamic Hysteresis 

The dynamic hysteresis is mainly due to eddy currents induced with time varying fields 
and polarisations at the mesoscopic scale within domains and at the microscopic scale 
around moving domain walls [87]. They can be homogenised and included in a behavioural 
model, dedicated to the magnetic field damping and involving the tensor variable [2]. 

 
c. Magnetic behavioural law 

All these phenomena “delay” the flux density or the induction B = 0H+J = 0(H+M) such 
that the magnetic field H (D.17) becomes the sum of the quasi-static magnetic field HM ( 
[10], the excess static hysteresis field Hs(B) due to hysteresis and the dynamic field 
Hdyn(B,tB) due to motion of domain walls (see (D.17)) 

 

ሬሬ⃗ܪ ൫ܤሬ⃗ , ,ݕݎ݋ݐݏ݅ܪ ߲௧ܤሬ⃗ ൯ = ሬሬ⃗ܪ ெ൫ܤሬ⃗ ൯ + ሬሬ⃗ܪ ௦൫ܤሬ⃗ , ൯ݕݎ݋ݐݏ݅ܪ + ሬሬ⃗ܪ ௗ௬௡൫ܤሬ⃗ , ߲௧ܤሬ⃗ ൯ 

ሬሬ⃗ܪ ெ൫ܤሬ⃗ ൯ = ܤሬ⃗ = ሬ⃗ܤଵିߤ         

ሬሬ⃗ܪ ௦൫ܤሬ⃗ ൯ ≈ ௖ܤሬ⃗         

ሬሬ⃗ܪ ௗ௬௡൫ܤሬ⃗ , ߲௧ܤሬ⃗ ൯ = ሬ⃗ܤ൫[ଶ߉]௘ߪ , ߲௧ܤሬ⃗ ൯߲௧ܤሬ⃗      (D.17) 

 

=-1 and  are the quasi-static magnetic permeability and reluctivity respectively [H/m]. 

c is the complex coercive reluctivity (static hysteresis field other flux density) [m/H] 

e is the electrical conductivity [S/m] 

0=4.e-7 H/m is the vacuum magnetic permeability. 

 

The equivalent relationship between the fils H and the magnetic polarization J becomes: 

 

ቀ൫1 − ( + ௖)଴൯ − ଴߲௧ቁ[2߉]݁ߪ ሬሬ⃗ܪ = (( + ௖) +  (D.18)  ܬ⃗(௧߲[2߉]݁ߪ

 

2. Coupling with the magnetic field H – magnetic polarization J 
 

Coupling the volume structuring model and the magnetic field consists in using the 
behavioral law (D.17) at the surface of the material, involving the surface magnetic 
structure [02]=[2]surf, which represents the limit condition of the model. We suggest 
analysing the magnetic behaviour with the help of Bode diagrams (see Figure 52). We 
assume that [V02] is known (next sections for examples) and that [2]J=[02]Jsurf is a 
constant vector, independent from z, that we can determine using (D.18) at the surface 
for time harmonics with angle velocity  (Ha=Hsurf, Hs~0 neglected, =0r=0 (1+)). 

 

ܬ⃗ = [ܸଶ]ൣ଴
ଶ൧

ቂቀ 
భశି೎ఓቁି௝ఙ೐ൣబ

మ൧బఠቃ

ൣ(ଵା೎ఓ)ା௝ఙ೐ൣబ
మ൧ఠ൧

ܪ௔ሬሬሬሬሬ⃗
೎ఓ≪ଵ
బ≪ఓ
ሳልልልሰ ܬ⃗ ≈ [ܸଶ]ൣ଴

ଶ൧ൣ1 + ௘ൣ଴ߪ݆
ଶ൧߱൧

ିଵ
ܪ௔ሬሬሬሬሬ⃗   (D.19) 

 

Whatever the experimental tool used, we can a priori only measure and access the 
magnetic field Ha applied onto the enclosing surface and the mean flux density <B>r, 
averaged inside the volume  considered. In some usual and convenient configurations 
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(closed magnetic circuit), the mean magnetic polarisation <J>r can also be determined. J 
checks (D.19) and H can be given by (D.18). It is so finally possible to build the magnetic 
behaviour <B>r(Ha) and the averaged total loss density <<p>r>t=<Ha<tB>r>t. 

 

3. Apparent permeability 
 

To study the magnetic response, we examine the reduced apparent permeability defined 
in our case by (D.20): 

 

ఓሬሬ⃗ ೌ೛೛

ఓ
=

ൻ௃⃗ൿೝ
ఓுೌ

= ଵ
఍ ∫ ௃⃗

ఓுೌ
ା఍/ଶݖ݀

ି఍/ଶ      (D.20) 

 

4. Total iron losses 
 

The mean total power loss density becomes the sum of two contributions: 

 

≪ ݌ >௥>௧=< ሬሬ⃗ܪ ௦௨௥௙ < ߲௧ ܬ⃗ >௥>௧=≪ ௦௧௔௧݌ >௥>௧ +≪ ௗ௬௡݌ >௥>௧ 

=< ሬሬ⃗ܪ ௦,௦௨௥௙ < ߲௧ ܬ⃗ >௥>௧ +< ሬሬ⃗ܪ ௗ௬௡,௦௨௥௙ < ߲௧ ܬ⃗ >௥>௧     (D.21) 

 

The fields acting are applied onto the enclosing surface. <.>r means a volume average in 
space and <.>t means a time average operation. No classical losses appear here. All the 
contributions due to varying induced “diffusion” are supposed to be included in the dynamic 
term (see (D.21) and Figure 53), where Hdyn,surf and <tJ>r contain every damping effect 
due to heterogeneous and non-uniform domain walls motion and eddy currents as well. 

 

VI. Computation and theoretical results – test cases 
 

1. 1D static and magneto-harmonic testcases 
 

Let’s consider a magnetic sheet of thickness . Let’s use the (x,y,z) or (1,2,3) reference 
frame for which axis 1 or x corresponds to the rolling direction, 2 or y corresponds to the 
transverse direction and z corresponds to the thickness. The 1D approximation consists in 
assuming no space variation in directions x and y but only in direction z. We also consider 
only time harmonics variations. The Partial Differential Equation PDE (D.16) becomes: 

 

∂୸
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ସ
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ቁ
ଶ
[ܸଶ]=[0] (D.22) 

 

Let’s work with a perfectly (GO) or partially (GO) oriented material of mass density d, 
linear properties (magnetic permeability µ=-1=µrµ0 and electric conductivity e=-1). We 
will focus onto the average magnetic polarisation and the mean power losses within time 
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harmonics (frequency f and =2f). We will highlight the role played by both the geometry 
and the magnetic structure on these global quantities. 

 
a. Calculation of the magnetic structure 

 
(i) GO SiFe 

 

For GO SiFe materials, we assume that the magnetic structure can be approximately 
described with a diagonal tensor [V2] = [2]-1. 

 

[ܸଶ] = ቎
ଵܸଵ
ଶ 0 0

0 ଶܸଶ
ଶ 0

0 0 ଷܸଷ
ଶ

቏     (D.23) 

 

we use the following input parameters and limit conditions: 

=0.5 mm and ߢ௔௡ = ஼ೌ೙
஼೐ೣ

ቀ௄ೌ೙
ఊೢ

ቁ
ଶ

= (4/)ଶ mm-2 with uan=(1,0,0)T. 

110=100µm, 220=330=200µm, 120=130=230 =10000µm >> at the surface. 

 

The PDE corresponding to the three unknowns ௜ܸ௜
ଶ (i=1..3) are: 

 

൫∂୸
ଶ. −௜௜(1 + ߬௜௜߲௧ . )൯ ௜ܸ௜

ଶ = 0   (D.24) 

 

With 

ଵଵ = ௌ,ଵଵ and ௜௜ = ௔௡ + ௦,௜௜ for i=2,3 

௦,௜௜ =
ܥ

௘௫ܥ
൬

௔௡ܭ

௪ߛ
൰

ଶ

൬
3ଵ଴଴

௔௡ܭ2
൰ ൬

3
2
ଵ଴଴ − ௜௜൰ߪ , ௜௝ߪ = 0 

߬௜௜ = ቆ
݊ܽܭ

ݓߛ

ቇ
2

߬ ݅݅൘  

 

The time harmonic solutions with angle velocity  are given by: 

 

௜ܸ௜
ଶ(ݖ) = ௜ܸ௜଴

ଶ ௖௢௦௛൫ඥ೔೔(ଵା௝ఛ೔೔ఠ)௭൯

௖௢௦௛ቌ
ට೔೔൫భశೕഓ೔೔ഘ൯അ

మ ቍ

,  ݅ = 1,2,3   (D.25) 

 

The model can be implemented either with analytical formulae (linear 1D testcases only) 
or the finite element method (useful for larger dimensions). 

Results are shown in Figure 47. 
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Figure 47: Calculation of the tensor [V2] in GO steels with the Finite Element Method (left) and 

analytical formulae given above (right) with s=0 and =0. 

 
(ii) NGO SiFe 

 

For NGO SiFe materials, we assume that the magnetic structure can be approximately 
described with a non-diagonal tensor [V2] = [2]-1. 

 

[ܸଶ] = ቎
ଵܸଵ
ଶ

ଵܸଶ
ଶ 0

ଶܸଵ
ଶ

ଶܸଶ
ଶ 0

0 0 ଷܸଷ
ଶ

቏     (D.26) 

 

we use the following input parameters and limit conditions: 

=0.5 mm and ߢ௔௡ = ஼ೌ೙
஼೐ೣ

ቀ௄ೌ೙
ఊೢ

ቁ
ଶ

= (4/) mm-2 with uan=(a=(2/3),b=(1/3),0)T. 

V2120= V2210=-(0.75/300)2, V2130= V2230=-(1/10000)2, V2110=(2/300)2, V2220=(1/300)2, 
V2330=(0.5/300)2 µm-2 at the surface. 

 

The PDE corresponding to the four unknowns ௜ܸ௜
ଶ and ଵܸଶ

ଶ  are: 

 

⎩
⎪
⎨

⎪
⎧ቆ∂z

2. −݅݅(1 + .ݐ߲݅݅߬ )ቇ ܸ݅݅
2 + ܾܸ݆ܽ݊ܽ݅
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2 − ܾܸܽ݊ܽ݅݅
2

⎭
⎪
⎬

⎪
⎫

= ቄ0
0ቅ   (D.27) 

 

With 

ଵଵ = ௔௡(1 − ܽଶ) + ௦,ଵଵ 

ଶଶ = ௔௡(1 − ܾଶ) + ௦,ଶଶ 

ଷଷ = ௔௡ + ௦,ଵଵ 

ଵଶ = ௔௡(2−ܾଶ−ܽଶ) 
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The time harmonic solutions with angle velocity  are shown in Figure 48. 

 

 
Figure 48: Calculation of the tensor [V2] in NGO steels with the Finite Element Method (left) and 

analytical formulae given above (right) with s=0 and =0. 
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(iii) Sensitivity analysis 

 

The Figure 49 shows the results of a sensitivity analysis to the main physical parameters 
an (macroscopic magneto-crystalline anisotropy), s (stress induced anisotropy), 0 = surf 
(surface magnetic structure) and  (eddy current damping time delay). 

The default values of the input parameters used are as follow: 

 = 0.23 – 0.5 mm (sheet thickness) 

Js = 2.1 T (saturated magnetic polarization) 

 = e-1 = 48 .cm (electrical resistivity) 

 = 20 0000 (quasi-static permeability) 

d = 7650 kg.m-3 (volume mass density) 

an = 10-100 mm-2 (macroscopic magneto-crystalline anisotropy coefficient, uan=(1,0,0)T) 

s = s,11 = s,22 = s,33 =-100…+100 mm-2 (stress induced anisotropy) 

 = 1 ms (eddy current damping time delay) 

 = 2*pi*300 (time harmonic angle velocity) 

 

 
(a)                                                             (b) 

 
(c)                                                            (d) 

Figure 49: Sensitivity analysis of the GO magnetic structure to the macroscopic magneto-
crystalline anisotropy (a), the stress induced anisotropy (b), the surface magnetic structure (c) and 

the eddy currents time delay (d).  
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b. Calculation and sensitivity analysis of observables – case of GO SiFe 

 
(i) quasi-static properties 

 
  quasi-static permeability 

 

By using (D.19) with  = 0,  >> 0 and B  J, (D.20) becomes 
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௔௣௣,௜ߤ =
୲ୟ୬୦ቆඥ݅݅അ

మ ቇ

ቆඥ݅݅അ
మ ቇ

 (D.28)      ߤ

 

Ha/Ha gives the direction of the magnetic field applied on the surface. In this model  is a 
scalar, the anisotropy is determined by the magnetic structure, the shape and orientation 
of magnetic domains and so the tensor [2]. However, it is possible to take non-linearities 
and additional microscopic anisotropy considerations within a tensor []. 

Due to a positive magnetostriction (>0), Figure 50 shows that a global tensile stress ii 
increases the quasi-static apparent permeability in direction i and that a compressive stress 
jj decreases quasi-static apparent permeability in the direction j. 

 

 
(a) (b) 

Figure 50: Relative sensitivity analysis of quasi-static apparent permeability to the magneto-
crystalline an and stress induced s anisotropies ((a) 11 = 22 (b) 11 = -22). 

 
  Quasi-static losses 

 

The general definition of the mean power loss density for any periodic signal is given by 
(D.21). For time harmonics, the corresponding quasi-static energy loss <<stat>r>t per 
cycle and per Tesla2 becomes then (in W.s.T-2.kg-1 or J. T-2.kg-1) 
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൱อ    (D.29) 

 

The relative variation of quasi-static losses as a function of the anisotropies are exactly the 
same as the ones for the quasi-static apparent permeability given in Figure 50. Due to a 
positive magnetostriction (>0), a global tensile stress ii increases the quasi-static losses 
in direction i and a compressive stress jj decreases quasi-static losses in the direction j. 
As a consequence, except if the coercive reluctivity depends on the stress, a tensile stress 
cannot reduce the quasi static losses but rather the dynamic losses (see Figure 53). 

Figure 51 gives results of the sensitivity analysis to the coercive reluctivity. The quasi-
static losses are proportional to c, but the slope depends on the anisotropies and especially 
on the stress induced anisotropy. 

 

 
(a) (b)                        

Figure 51: Relative sensitivity analysis of quasi-static losses to the coercive reluctivity c and the 
stress induced s anisotropy with an = 100 ((a) 11 = 22 (b) 11 = -22). 

 
(ii) dynamic magnetization 

 
  linear dynamic permeability 

 

By using (D.19) with   0,  >> 0 and B  J, (D.20) becomes 
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The low pass filtering behaviour of the apparent magnetic permeability with time harmonics 
is well described by the model (see Figure 52). Eddy currents damping can come from the 
domains magnetic rotation (contribution of ) or the walls motion (contribution of 2) 

 

 
                                (a)                                                            (c) 

 
                                (b)                                                            (d) 
Figure 52: Sensitivity analysis of dynamic apparent permeability to the surface magnetic structure 
((a) magnitude and (b) phase) and to the damping time delay ((c) magnitude and (d) phase angle) 

 
  linear dynamic losses 

 

The general definition of the mean power loss density for any periodic signal is given by 
(D.21). For time harmonics, the corresponding energy <<>r>t per cycle and per Tesla2 
becomes then (in W.s.T-2.kg-1 or J. T-2.kg-1): 

 

≪ ߦ >௥>௧=
ߨ ≪ ݌ >௥>௧

݀߱ห< ܬ⃗ >௥ห
ଶ =≪ ௦௧௔௧ߦ >௥>௧ +≪ ௗ௬௡ߦ >௥>௧ 
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<< ௗ௬௡ߦ >௥>௧= + ܴ݁ ቌ
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ଶ ൧߱⃗ܬ௦௨௥௙ < ܬ⃗ >௥
∗

݀ ቚ< ܬ⃗ >௥ቚ
ଶ ቍ = ෍ ௗ௜ߦ

௜

 

ௗ௜ߦ = గఙ೐బ,೔೔
మ ఠ

ௗ ተ
ተ݈ܽ݁ݎ

⎝

⎜
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⎟
⎞

ተ
ተ    (D.31) 

 

The Figure 53 shows that the total iron losses at frequencies up to the quasi-static 
conditions (f > 10 Hz) are driven mainly by the dynamic losses that can only increase with 
the frequency (eddy currents losses around walls and inside the domains). 

 

 
                               (a)                                                             (b) 

 
                               (c)                                                             (d) 
Figure 53: Sensitivity analysis of total dynamic losses to the surface magnetic structure (a) , to the 

eddy currents time delay (b) and to the stress anisotropy ((c) and (d)). 
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2. 2D testcases 
 

Let’s consider the magnetic sheet of thickness  and width W. Let’s use the (x,y,z) or 
(1,2,3) reference frame for which axis 2 or y corresponds to the rolling direction, 1 or x 
corresponds to W, i.e. the transverse direction and z corresponds to the thickness. The 2D 
approximation consists in assuming no space variation in direction x but only in directions 
x and z. We also consider only the steady state with neither time variations nor external 
magnetic field. The Partial Differential Equation PDE (D.16) becomes: 
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a. GO steels 

 

Let’s first work with a perfectly oriented material defined by: 

 

൞
ሬሬ࢛⃗ ௔௡ = ሬሬሬ⃗ࡷ ೌ೙
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= ൭

0
1
0

൱

௜ܸ௝଴
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ଶ(ݖ = ±/2)
ൢ     (D.33) 

 

Numerical results in Figure 54 show the both the space variations and refinement of main 
domains but also the orientation and space variations of closure domains. 

 

 
Figure 54: 2D results on [] aspects for a GO steel with FEM (Finite Element Method). 
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b. NGO steels 

 

Let’s first work with a non or partially oriented material defined by: 

 

൞
ሬሬ࢛⃗ ௔௡ = ሬሬሬ⃗ࡷ ೌ೙

௄ೌ೙
= ቆ

ܽ
ܾ
0

ቇ

௜ܸ௝଴
ଶ = ௜ܸ௝

ଶ(ݖ = ±/2)
ൢ     (D.34) 

 

Numerical results in Figure 55 show the both the space variations and refinement of main 
domains but also the orientation and space variations of closure domains. 

 

 
Figure 55: 2D results on [] aspects for a NGO steel with FEM (Finite Element Method). 
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VII. Partial conclusions, critics and forthcomings 
 

The present model does not make any arbitrary assumption concerning the type 
and topology of domains. It can also take complex domains shapes statistically into 
account, thanks to its cross-sectional areas and its walls mobility and density. Thus, this 
method is no more confronted to serious limitations due to the huge number of degrees of 
freedom, considering the infinite variety of magnetic structures. The latter might be 
statistically described thanks to the infinite possible values of the 6 terms present in [V2]. 
This solution based on structural but statistical state variables has been investigated 
including the effect of Zeeman type modified interaction with the external field, taking the 
grains, grains size and grains boundaries in the macroscopic anisotropy into account  

 
This new model can help us illustrate the impact of the laser treatments and 

different patterns on the magnetic structure with domains and walls only if further 
investigations, developments and improvements are carried ou 

 
t to answer the following questions: 
 
1. What is the mutual influence of the volume and the surface? 
2. How to inverse the model by defining the goal criteria and ease the 

determination of the optimal laser pattern and parameters? 

 

In the next update of this deliverable we will add a section on a second modelling of the 
Surface Magnetic Structure, that will act as the necessary limit condition for the volume 
model, still coupling the material to the external field. This additional section will address 
the following subjects: 

 

 Energy minimization, formulation: Non divergence and limit conditions 
o Non divergence 
o Limit condition 

 Surface Energy densities 
o Exchange 
o Magnetic anisotropy 
o Magnetoelastic anisotropy 
o Demagnetizing energy 

 Geometry, thickness 
 Grains 
 Laser patterns 
 Laser induced stress 

 Energy minimization, surface formulation and magnetic structure 
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E) Tensor Magnetic Phase Formulation and 
couplings (TMP) – Coupling between the 
volume and the surface magnetic structure 

 

I. State variable 

ൣଶ൧ = ቎
ଵଵ

ଶ ଵଶ
ଶ ଵଷ

ଶ

ଶଵ
ଶ ଶଶ

ଶ ଶଷ
ଶ

ଷଵ
ଶ ଷଶ

ଶ ଷଷ
ଶ

቏ ,   ቊ
௜௜

ଶ ∝ ௝௞;   ݆, ݇ ≠ ݅  ܽ݊݀  ݅ = 1. .3
௜௝

ଶ ∝ ௞
ଶ;   ݇ ≠ ݆ ≠ ݅  ܽ݊݀  ݅, ݆ = 1. .3

ቋ 

Each factor (i, j and k ) is homogeneous to a squared length, linked to walls density, 
surface, mobility and density for each direction. 

The model is inspired from the Néel domains phase model. 

 

II. Governing Equations 
The formulation is based upon the Energy minimization principle (see previous part) 

݊݅ܯ ቊ߃ሬ⃗ ௠ = ම ሬ⃗ࢋ) ࢞ࢋ + ሬ⃗ࢋ ࢔ࢇ + ݁⃗ఢ + ݁⃗ఙ + ሬ⃗ࢋ )݀ଷݔ


+ ඵ (݁⃗௠ + ݁⃗ௗ௠)݀ଶݔ
డఆ

ቋ 

 

A new Tensor State Variable is then defined: the inverse of [2], closely linked to the 
magnetic objects’ density per unit cross sections in the whole directions of space: 

૛൧ࢂൣ =  ૛൧ି૚ࢫൣ
The energy minimization principle leads to the following governing PDE: 

 

 

III. Bulk and Boundary conditions 

1. Bulk conditions 
Volume Conservation 

[૛ࢫ] = ↑ࢫൣ
૛൧ + ↓ࢫൣ

૛൧ 
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Up-down Polarization 

ൣଶ൧⃗ܬ↑↓ = ↓↑߉ൣ
ଶ൧⃗ܬ௦ =

1
2

ൣଶ൧൫⃗ܬ௦ ±  ൯ܬ⃗

With 

௦ܬ⃗ = ൭
ݐܽݏܬ
ݐܽݏܬ
ݐܽݏܬ

൱ 

Magnetic Polarization 

⃗ࡶ = ↑ܬ⃗ −  ↓ܬ⃗

 

2. Non-divergence condition 
Magnetic flux conservation principle – closure domains generation principle 

ሬሬ⃗ࢺ ∙ ሬሬ⃗࡮ = ሬሬ⃗ࢺ ∙ ⃗ࡶ + ૙ࢺሬሬ⃗ ∙ ሬሬሬ⃗ࡴ ≈ ሬሬ⃗ࢺ ∙ ⃗ࡶ = ሬሬ⃗ࢺ ൫ൣࢫ↑
૛൧ − ↓ࢫൣ

૛൧൯࢙⃗ࡶ = ૙ 

 

3. Boundary conditions 
Magnetic structure at boundaries? 

ࢌ࢛࢙࢘ࢫൣ
૛ ൧ = ൣࢫ૙

૛൧ 

 

IV. Coupling formulations: TMP(MF) couplings 
 

1. surface energy minimization principle 
Proposal of a coupling boundary equation, which provide a relationship between the TMP 
state variable and the classical field variables at the external surface of a magnetic 
material: 

 

 

 

With 
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ௗ௠ଵܥ ∝ ඨ
௚ଵߠଶݏ݋ܿ

݃ଶ݃ଷ
 

ௗ௠ଵܥ ∝ ඨ࢔࢏࢙૛ࡸࣂ૛

ࡸࢊࡸ࢖
+

൫ߠ݊݅ݏ௚ଵߠ݊݅ݏ௚ଷ൯ଶ

ଵ݃݃ଷ
 

ௗ௠ଵܥ ∝ ඨ࢔࢏࢙૛ࡸࣂ૜

ࡸࢊࡸ࢖
+

൫ߠ݊݅ݏ௚ଵܿߠݏ݋௚ଷ൯ଶ

ଵ݃݃ଶ
 

gi : Grains orientation angles (texture) 

gi : Grains size 

gi, dL, pL: Laser patterns (angle, spacing, depth) 

sij: residual or/and induced stress 

Cz is not completely determined. 

 

2. Non-divergence condition 
Case of quasi-static polarization JM with classic equations, satisfying the Laplace equation: 

↑ࢫൣ∆
૛൧ = ↓ࢫൣ∆

૛൧ ⇒ ∆ሬሬ⃗ ൫ൣࢫ↑
૛൧ − ↓ࢫൣ

૛൧൯࢙⃗ࡶ = ૙ࢫൣ
૛൧∆ሬሬ⃗ ൫ࡹࡶሬሬሬሬ⃗ ൯ = ૙ሬሬ⃗  

1. Boundary conditions 
Quasi-static polarization driven by the surface structure, as if no magnetic phase: 

ሬሬሬሬ⃗ࡹࡶ
ࢌ࢛࢙࢘ = ሬሬሬሬሬሬሬሬሬ⃗ࢌ࢛࢙࢘ࡶ = ૙ሬሬሬ⃗ࡶ  

 

V. Observables 

1. Mean polarization (T): 

⃗ࡶ = ↑ࢫ൫ൣ[૛ࢂ]
૛൧ − ↓ࢫൣ

૛൧൯࢙⃗ࡶ = ૙ࢫൣ [૛ࢂ]
૛൧ ࡹࡶሬሬሬሬ⃗  

2. Applied field (A/m): 

∆ሬሬ⃗ ൫ࢇࡴሬሬሬሬሬ⃗ ൯ = ૙ሬሬ⃗ , ሬሬሬሬሬ⃗ࢇࡴ 
ࢌ࢛࢙࢘ = ૙ሬሬሬሬሬ⃗ࡴ  

3. Apparent relative permeability: 

൫࢖࢖ࢇࣆ൯
࢐࢏

ࣆ
=

< ࢏ࡶ ࢘<

࢐,૙ࡴࣆ
 

4. Losses (W/m3): 

≪ ࣈ >=࢚<࢘< ሬሬሬ⃗ࡴ ࢇ < ⃗ࡶ࢚ࣔ  ࢚<࢘<
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VI. Result: 2D test case with GO material 

The TMP formulation has been put to the test with a user interface of COMSOL multiphysics, 
enabling the programming of any new physical formulation. 

The definition of the problem can be explained thanks to . 

 

 

Figure 56: definition oft he 2D problem to be solved with the TMP formulation. 

 

We chose a particular GO material (GOES) and we computed the TMP variable as a function 
of space coordinates in the cross section of a sheet (Figure 57), its evolution within the 
thickness and dependent on the frequency (Figure 58) and the resulting eddy currents 
comparing to the classical T or TM formulations given by [86] (Figure 59). 

 

Figure 57: TMP variable for a GOES as a function of the two coordinates in the cross section. 



ESSIAL – Deliverable D3.1  
Magnetic Models 

90 
 

 

Figure 58: TMP variable profile within the sheet thickness as a function space and  of frequency. 

 

Figure 59: solution for the total eddy currents that damp the field and generate the losses 
comparing with the classical formulations. 
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VII. FORTHCOMING 
 

Sensitivity, parametric identification and analysis of (0, s(), , Cdm …) 

Comparisons to magnetic measurements varying: 

 The laser power 

  surface tensor, volume model identification 

  comparison to the theory – surface identifications 

 the laser pattern 

  surface tensor, volume model identification 

  comparison to the theory – surface identifications 

 the laser spot 

… 
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Appendix A. Mathematical Tools 

 

Operators 

 

[ܻ] = ൣ ሬܻ⃗ଵ, ሬܻ⃗ଶ, ሬܻ⃗ଷ൧ = ൥
ଵܻଵ ଵܻଶ ଵܻଷ

ଶܻଵ ଶܻଶ ଶܻଷ

ଷܻଵ ଷܻଶ ଷܻଷ

൩ ,   [݊] = [ ሬ݊⃗ , ሬ݊⃗ , ሬ݊⃗ ]: [Y]T means to transpose the matrix [Y] 

 

ሬ⃗ߘൣ ൧൫⃗ܣ൯ = ሬ⃗ߘൣ ⊗ ,൧ܣ⃗ ቂൣߘሬ⃗ ൧൫⃗ܣ൯ቃ
௜௝

= ሬ⃗ߘൣ ⊗ ൧ܣ⃗
௜௝
: tensor gradient on a vector, 

 

ሬ⃗ߘ ⋅ [ܻ] = ൫ߘሬ⃗ ⋅ ሬܻ⃗ଵ , ሬ⃗ߘ ⋅ ሬܻ⃗ଶ, ሬ⃗ߘ ⋅ ሬܻ⃗ଷ൯
்
: vector divergence on a tensor, 

 

ሬ⃗ߘൣ ൧ × [ܻ] = ሬ⃗ߘൣ ×൧[ܻ] = ሬ⃗ߘൣ × ሬܻ⃗ଵ, ሬ⃗ߘ × ሬܻ⃗ଶ, ሬ⃗ߘ × ሬܻ⃗ଷ൧
்
: tensor rotational on a tensor, 

 

[ܻ][߂] = ൫߂⃗ൣ ሬܻ⃗ଵ൯, ൫߂⃗ ሬܻ⃗ଶ൯, ൫߂⃗ ሬܻ⃗ଷ൯൧
்
: tensor laplacian on a tensor, 

 

ሬ⃗ߘ ⋅= (߲ଵ ⋅, ߲ଶ ⋅, ߲ଷ ⋅)்: Nabla operator, 

 

߂⃗ ⋅= (߲ଵ߲ଵ ⋅, ߲ଶ߲ଶ ⋅, ߲ଷ߲ଷ ⋅)்: Laplacian operator. 

 

Operations 

 

ܣ⃗ൣ ⊗ ሬ⃗ܤ ൧, ܣ⃗ൣ ⊗ ሬ⃗ܤ ൧
௜௝

=  .௝: tensor product between two vectorsܤ௜ܣ

 

ൣ[ܻ]⁘[ܼ]൧, ൣ[ܻ]⁘[ܼ]൧
௜௝

= ௜ܻ௝ܼ௜௝: tensor product type 1 between 2 tensors. 

 

ൣ[ܻ] × [ܼ]൧ = ൣሬܻ⃗ଵ × ܼ⃗ଵ, ሬܻ⃗ଶ × ܼ⃗ଶ, ሬܻ⃗ଷ × ܼ⃗ଷ൧
்
: tensor product type 2 between 2 tensors. 

 

([ܻ] •⃗ [ܼ]) = ൫ሬܻ⃗ଵ ⋅ ܼ⃗ଵ, ሬܻ⃗ଶ ⋅ ܼ⃗ଶ, ሬܻ⃗ଷ ⋅ ܼ⃗ଷ൯
்
, ൫[ܻ] •⃗ଶ൯ = ([ܻ] •⃗ [ܻ]): vector product between 2 tensors. 

 

[ܻ] ∘ [ܼ] = ௜ܻ௝ܼ௜௝: scalar product between two tensors. 
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Derivative and integral properties 

 

             YYY 
  

 

                    XZYYXZZYX 
  

 

         AYAYAY





  

 

    
 xdnAxdA 23 

 

 

    
 xdnAxdA 23 

 

 

        
 xdnYxdY 23

 

 

          
 xdnYxdY 23

 

 

         dxnYxdY 2  



 

 


